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#### Abstract

In this article, we present a novel method for synthesizing quantum circuits from user-supplied components. Given input-output state vectors and component quantum gates, our synthesizer aims to construct a quantum circuit that implements the provided functionality in terms of the supplied component gates. To achieve this, we basically use an enumerative search with pruning. To accelerate the procedure, however, we perform the search and pruning at the module level; instead of simply enumerating candidate circuits by appending component gates in sequence, we stack modules, which are groups of gate operations. With this modular approach, we can effectively reduce the search space by directing the search in a way that bridges the gap between the current circuit and the input-output specification. Evaluation on 17 benchmark problems shows that our technique is highly effective at synthesizing quantum circuits. Our method successfully synthesized 16 out of 17 benchmark circuits in 96.6 seconds on average. On the other hand, the conventional, gate-level synthesis algorithm succeeded in 10 problems with an average time of 639.1 seconds. Our algorithm increased the speed of the baseline by 20.3 x for the 10 problems commonly solved by both approaches.
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## 1 INTRODUCTION

Quantum computers are expected to outperform classical computers in applications such as machine learning [Gilyén et al. 2019], quantum system simulation [Low and Chuang 2019], and unstructured search [Grover 1996]. Currently, implementing these algorithms takes the form of quantum circuits and is accomplished by applying quantum gates to qubit registers. In recent years, many frameworks and libraries for quantum circuit programming have become available (e.g., Cirq [Developers 2022] and Qiskit [Aleksandrowicz et al. 2019]), which has contributed to an increased interest in quantum computing and programming.

However, due to the fundamental differences between classical and quantum computers, programming quantum circuits is challenging. Quantum circuits' linear algebraic formalism is one of the primary sources of the difficulty. In quantum programming, data values are represented as vectors, and operations (quantum gates) are interpreted as matrices. These matrix operations are
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Fig. 1. Quantum circuit for performing Draper Adder on 2-bit integers (i.e, $n=2, d=4$ )


Fig. 2. Quantum circuit for performing Draper adder generated by qiskit-transpiler.
nonintuitive, making their semantic effects on data values difficult to comprehend. In light of this motivation, this paper investigates a method for automatically programming quantum circuits.

Problem: Component-based Quantum Circuit Synthesis. Specifically, we study the problem of synthesizing quantum circuits using user-provided components. As input, our quantum circuit synthesizer takes input-output state vectors and component quantum gates; as output, it generates a quantum circuit that implements the specified functionality in terms of the supplied gates. Note that our component-based synthesis differs from previous work on quantum circuit synthesis (also known as unitary synthesis). While the goal of earlier work [Davis et al. 2020; Goubault de Brugière et al. 2020; Shende et al. 2006; Tucci 2005; Younis et al. 2020] is to "compile" unitary matrices into circuits with a fixed set of low-level gates (e.g., $U_{3}(\theta, \phi, \psi)$ ), our objective is to generate a human-readable, high-level implementation that reveals the algorithm's inner workings.

Consider, for instance, the modular addition specified by the following input-output specification:

$$
\begin{equation*}
|b\rangle|a\rangle \mapsto|b\rangle|(a+b) \bmod d\rangle \text { where } a, b \text { are } n \text {-bit binary representations of integers } \tag{1}
\end{equation*}
$$

where $d$ and $n$ are fixed integers. For example, when $d=4$ and $n=2$, the specification includes 16 state vector mappings such as $|11\rangle|01\rangle \mapsto|11\rangle|00\rangle$. As in classical circuit design, this adder plays a crucial part in quantum algorithms (e.g, Shor's factorization [Shor 1997] algorithm). Using classical carry gates and several ancilla bits, we may implement the adder in a reversible circuit. Suppose, however, that we are interested in implementing the adder in a more quantum-native manner by utilizing Quantum Fourier Transform (QFT) and phase operations (e.g., S, Z), so that addition is performed in place without ancilla bits. Figure 1 depicts such a circuit found by our synthesizer, which is indeed equivalent to the algorithm previously known as Draper Adder [Draper 2000].

By contrast, Figure 2 shows the circuit generated by qiskit-transpiler [Aleksandrowicz et al. 2019; Transpiler 2022]. As input, qiskit-transpiler takes the unitary matrix specified by (1), and produces the circuit in Figure 2 by applying Quantum Shannon Decomposition [Shende et al. 2006]. The resulting circuit does not help programmers grasp the idea of in-place addition; 107 low-level gates
are used, and it is unclear how these gates are combined to perform the addition. We note that our approach and existing compilation approach have different purposes; the goal of compilation is to produce circuits that are directly executable on quantum computers while our goal is to generate circuits that can be read and maintained by humans.

Approach: Modular Synthesis of Quantum Circuits. In this paper, we present a novel, modular algorithm for synthesizing quantum circuits. We use enumerative search as our primary method for component-based synthesis. To speed up the method, however, we perform module-level search and pruning. Instead of naively enumerating candidate circuits by sequentially applying component gates, we apply certain groups of gate operations, called modules, at once. Furthermore, we direct this modular search in a certain way that bridges the gap between the current circuit and the given input-output specification. To this purpose, we define four distinct module attributes-entanglement, superposition, phasing, and boolean-by characterizing the attribute difference of state vectors. In Section 4, we formalize our module-level search algorithm and present a pruning method that is sound under practical assumptions.

Evaluation results show that our modular algorithm is highly effective at solving componentbased quantum-circuit synthesis problems. For evaluation, we gathered 17 benchmark problems from various sources, including online forums and textbooks, and compared the performance of our module-level algorithm to that of a baseline algorithm that performs a conventional, gate-level enumerative search. Our algorithm successfully synthesized 16 out of 17 circuits in 96.6 seconds on average. The baseline algorithm, on the other hand, succeeded in 10 benchmarks, where our algorithm increased the speed of the baseline algorithm by 20.3 x for those 10 problems.

Contributions. Our contributions are summarized as follows:

- We present a new modular approach to the component-based synthesis of quantum circuits. To our knowledge, our work provides the first method for synthesizing quantum circuits from arbitrary, user-supplied component gates.
- We experimentally show that our module-level synthesis algorithm is significantly more effective than a gate-level algorithm on a variety of benchmark problems. Our tool and benchmarks are publicly available:

> https://github.com/kupl/qsyn

## 2 PRELIMINARIES

This section gives background information on quantum circuits and computation.
Qubits and Quantum States. Unlike classical bits, the state of a qubit can be in a superposition of two basis states. Using the Dirac notation, a single qubit is represented by a two-dimensional state vector of the form:

$$
|\psi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle
$$

where $|0\rangle$ and $|1\rangle$ denote the computational basis states:

$$
|0\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad|1\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

and $\alpha_{0}, \alpha_{1} \in \mathbb{C}$ are complex numbers, called probability amplitudes, such that $\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}=1$. For example, $\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle, \frac{1}{\sqrt{2}}|0\rangle-\frac{i}{\sqrt{2}}|1\rangle, \frac{1}{2}|0\rangle+\frac{\sqrt{3}}{2}|1\rangle$ are legitimate states of a qubit.

The state of a two-qubit system is represented by a linear combination (superposition) of four basis states:

$$
|\psi\rangle=\alpha_{0}|00\rangle+\alpha_{1}|01\rangle+\alpha_{2}|10\rangle+\alpha_{3}|11\rangle
$$

where $\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3} \in \mathbb{C}$ are complex numbers such that $\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}=1$ and the basis states, i.e., $|00\rangle,|01\rangle,|10\rangle$, and $|11\rangle$, represent the following state vectors:

$$
|00\rangle=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right], \quad|01\rangle=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right], \quad|10\rangle=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right], \quad|11\rangle=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] .
$$

In general, the state of an $N$-qubit system is defined with $2^{N}$ basis states, denoted $|x\rangle$ for $x \in\{0,1\}^{N}$, and is represented by a linear combination

$$
|\psi\rangle=\sum_{x \in\{0,1\}^{N}} \alpha_{x}|x\rangle
$$

where amplitudes, $\alpha_{x} \in \mathbb{C}$, are complex numbers such that $\sum_{x \in\{0,1\}^{N}}\left|\alpha_{x}\right|^{2}=1$. Each basis state $|x\rangle$ represents a $2^{N}$-dimensional one-hot vector whose $x$-th element is 1 .

The basis vectors for a multi-qubit system can be constructed by the tensor product of basis vectors for smaller quantum systems. For example, a basis vector $|01\rangle$ for a two-qubit system $\mathbf{q}=\left\{q_{0}, q_{1}\right\}$ is the tensor product of vector $|0\rangle$ and $|1\rangle$, i.e., $|01\rangle=|0\rangle \otimes|1\rangle$, as follows:

$$
|01\rangle_{\mathrm{q}}=|0\rangle_{q_{0}} \otimes|1\rangle_{q_{1}}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \otimes\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]
$$

where we use the notation $|\psi\rangle_{\mathbf{q}}$ to indicate that the vector $|\psi\rangle$ denotes the state of qubits $\mathbf{q}$.
Properties of Quantum States. For an $N$-qubit system $|\psi\rangle=\sum_{x \in\{0,1\}^{N}} \alpha_{x}|x\rangle$, measuring the qubits returns one of classical states $|x\rangle$ with probability $\left|\alpha_{x}\right|^{2}$. Upon measurement, the state of the system collapses to the observed state $|x\rangle$. For example, by measuring the qubits in state $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$, we observe either $|00\rangle$ or $|11\rangle$ with equal probability, and the state $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ collapes to the observed state.

Consider two quantum states $|\psi\rangle=\sum_{x} \alpha_{x}|x\rangle$ and $|\phi\rangle=\sum_{y} \beta_{y}|y\rangle$. Consider two amplitudes $\alpha_{j}$ and $\beta_{j}$ of $|\psi\rangle$ and $|\phi\rangle$, respectively, for a certain index $j$. We say $\alpha_{j}$ and $\beta_{j}$ differ by a relative phase if $\alpha_{j}=e^{i \theta} \beta_{j}$ for some $\theta \in(0,2 \pi)$. For example, consider $|\psi\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$ and $|\phi\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$, where the two amplitudes of $|1\rangle$ are related: $-\frac{1}{\sqrt{2}}=e^{i \pi} \frac{1}{\sqrt{2}}$. Hence, $|\psi\rangle$ and $|\phi\rangle$ said to be differerent in a relative phase. Note that quantum states that differ only in relative phases induce the same probability distribution of measurements since when $\alpha_{j}=e^{i \theta} \beta_{j}$ we have $\left|\alpha_{j}\right|^{2}=\left|e^{i \theta}\right|^{2}\left|\beta_{j}\right|^{2}=\left|\beta_{j}\right|^{2}$.

For quantum state $|\psi\rangle$ on qubit register $\mathbf{q}$, we say it is entangled in two sub-systems $\mathbf{q}_{1}, \mathbf{q}_{2}$ if it cannot be decomposed into tensor products of smaller two state vectors, i.e, for any $\left|\psi_{1}\right\rangle_{\mathbf{q}_{1}},\left|\psi_{2}\right\rangle_{\mathbf{q}_{2}}$ such that $\mathbf{q}_{1} \cup \mathbf{q}_{2}=\mathbf{q}$,

$$
|\psi\rangle \neq\left|\psi_{1}\right\rangle_{\mathbf{q}_{1}} \otimes\left|\psi_{2}\right\rangle_{\mathbf{q}_{2}} .
$$

For example, the Bell state $|\Phi\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ is entangled because we cannot find single-qubit states $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle$ such that $|\Phi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle$.

Quantum Gates and Circuits. Let $\mathbf{q}=\left(q_{0}, q_{1}, \ldots, q_{N-1}\right)$ be the qubits of an $N$-qubit system. A quantum circuit is a sequence of quantum gates:

$$
C=G_{1}\left(\mathbf{q}_{1}\right) ; G_{2}\left(\mathbf{q}_{2}\right) ; \ldots ; G_{n}\left(\mathbf{q}_{n}\right)
$$

where each quantum gate $G_{i}\left(\mathbf{q}_{i}\right)$ consists of gate operation $G_{i}$ and qubit register $\mathbf{q}_{i} \subseteq \mathbf{q}$ to which the operation $G_{i}$ is applied. The gate operation $G_{i}$ denotes a $2^{\left|\mathbf{q}_{i}\right|} \times 2^{\left|\mathbf{q}_{i}\right|}$ unitary matrix.

Quantum circuits are typically represented by circuit diagrams, where wires represent physical positions of qubits and blocks or symbols on wires denote quantum gates applied to the corresponding qubit(s). For example, the quantum circuit $C=H\left(q_{0}\right) ; C N O T\left(q_{0}, q_{1}\right)$ is represented by the following circuit diagram:


The circuit diagram should be read from left to right. The circuit consists of two quantum gate operations: the first operation is the Hadamard gate $H$ on qubit $q_{0}$. The second gate operation is CNOT (Controlled-NOT) where $q_{0}$ is the control qubit and $q_{1}$ is the target qubit. The $H$ and $C N O T$ gates denote unitary matrices as follows:

$$
H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \quad \text { CNOT }=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

We can always extend $G_{i}\left(\mathbf{q}_{i}\right)$ to operation on $\mathbf{q}$, that is, a $2^{|q|} \times 2^{|\mathbf{q}|}$ matrix. If the gate operation is applied to consecutive qubits $q_{n_{1}}, \ldots, q_{n_{m}}$ such that $n_{i}+1=n_{i+1}(1 \leq i \leq m)$, we can extend it to be regarded as a $2^{|\mathbf{q}|} \times 2^{|\mathbf{q}|}$ matrix as follows:

$$
\left(\bigotimes_{q_{i} \text { s.t } i<n_{1}} I\left(q_{i}\right)\right) \otimes G\left(q_{n_{1}}, . ., q_{n_{m}}\right) \otimes\left(\bigotimes_{q_{i} \text { s.t } i>n_{m}} I\left(q_{i}\right)\right)
$$

where $I$ denotes the identity matrix. Otherwise, we can apply swap operations to make the gate operation apply to consecutive qubits temporarily, apply the identity-matrix tensor product as above, and again apply swap operations to restore the original qubit positions. In this manner, we generally assume that any gate operation is represented by a $2^{|q|} \times 2^{|q|}$ matrix. This assumption allows us to define the semantics of quantum circuit $C$ using simple matrix multiplication without worrying about dimensions as follows:

$$
C=G_{n}\left(\mathbf{q}_{n}\right) \times \cdots \times G_{1}\left(\mathbf{q}_{1}\right) .
$$

Note that in the matrix multiplication above, we read the gate operation sequence from right to left.
Other Notations. For an $N$-qubit state vector $|\psi\rangle=\sum_{x \in\{0,1\}^{N}} \alpha_{x}|x\rangle$, we write amp $|\psi\rangle$ and $\operatorname{dist}_{|\psi\rangle}$ for the tuple of amplitudes and the distribution of measurements, respectively:

$$
\operatorname{amp}_{|\psi\rangle}=\left(\alpha_{0}, \ldots, \alpha_{2^{N}-1}\right), \quad \operatorname{dist}_{|\psi\rangle}=\left(\left|\alpha_{0}\right|^{2}, \ldots,\left|\alpha_{2^{N}-1}\right|^{2}\right) .
$$

 $t_{1}$ and $t_{2}$ (either amp or dist)

$$
t_{1}=\text { perm } t_{2} \Longleftrightarrow \text { there exists a permutation } \sigma \text { such that } \sigma\left(t_{2}\right)=t_{1} \text {. }
$$

## 3 PROBLEM DEFINITION

In this paper, we tackle the problem of synthesizing quantum circuits using user-supplied component gates. We assume the following items are given:

- $N$ : the size of the circuit to be synthesized (i.e., the number of qubits),
- $E=\left\{\left(\mid\right.\right.$ in $\left._{i}\right\rangle, \mid$ out $\left.\left.\left._{i}\right\rangle\right) \mid i=1, \ldots, k\right\}$ : input-output examples, and
- $\mathcal{G}$ : a set of user-provided gates.

Given $(N, E, \mathcal{G})$ as input, our goal is to automatically generate a quantum circuit $C$ on $N$-qubit register $\mathbf{q}=\left\{q_{0}, q_{1}, \ldots, q_{N-1}\right\}$ that satisfies $E$, only using the gates in $\mathcal{G}$. Formally, for finite index $I=\{1, \ldots, m\}$ we aim to find a sequence of gate operations $C=G_{1}\left(\mathbf{q}_{1}\right) ; G_{2}\left(\mathbf{q}_{2}\right) ; \ldots ; G_{m}\left(\mathbf{q}_{m}\right)$ such that $G_{i} \in \mathcal{G}, \mathbf{q}_{i} \subseteq \mathbf{q}$, and satisfies $E$ exactly as

$$
\begin{equation*}
\left|o u t_{i}\right\rangle=C\left|i n_{i}\right\rangle \text { for all }\left(\left|i n_{i}\right\rangle,\left|o u t_{i}\right\rangle\right) \in E . \tag{2}
\end{equation*}
$$

Note that we can sometimes relax the correctness criterion (2) to ignore global phase, that is, for some $\theta \in[0,2 \pi)$ :

$$
\begin{equation*}
e^{i \theta}\left|o u t_{i}\right\rangle=C\left|i n_{i}\right\rangle \text { for all }\left(\left|i n_{i}\right\rangle,\left|o u t_{i}\right\rangle\right) \in E . \tag{3}
\end{equation*}
$$

For instance, this is a natural choice for certain classes of synthesis problems, namely state preparation, where the task is to build a circuit that prepares a certain quantum state $|\psi\rangle$ from classical state $|x\rangle$ (e.g., $|0 \ldots 0\rangle$ ). In this case, the specification is given as the singleton set $E=\{(|x\rangle,|\psi\rangle)\}$. Also note that, when the specification is given as a unitary matrix $U$, the input-output examples are defined as $E=\left\{(|x\rangle, U|x\rangle) \mid x \in\{0,1\}^{N}\right\}$.

Example 3.1 (Running Example). Consider the following question posted on StackExchange [SE 2020c]:

> "How to convert 3 -qubit quantum state $|100\rangle$ into $|G H Z\rangle=\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)$
> using only Hadamard and CNOT gates?"

This is a state preparation problem and can be translated into our problem definition as follows:

- $N=3$
- $E=\left\{\left(|100\rangle, \frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)\right)\right\}$
- $\mathcal{G}=\{H, C N O T\}$

Given these inputs, our goal is to synthesize a circuit such as one presented in Figure 3.


Fig. 3. Quantum circuit for transforming $|100\rangle$ to $|G H Z\rangle$

## 4 OUR SYNTHESIS ALGORITHM

In this section, we present a modular algorithm for synthesizing quantum circuits. Section 4.1 defines what we mean by modules and describe their properties. Section 4.2 describes the high-level structure of our algorithm. Then, we provide the details of the two crucial parts of our algorithm: module-level pruning (Section 4.3) and candidate module generation (Section 4.4). Finally, we discuss on complexity of our synthesis algorithm in Section 4.5.

### 4.1 Modular Representation of Quantum Circuits


(a)

(b)

Fig. 4. Modular representation of construction GHZ_from_100

Modules. Given a quantum circuit $C=G_{1}\left(\mathbf{q}_{1}\right) ; G_{2}\left(\mathbf{q}_{2}\right) ; \ldots ; G_{n}\left(\mathbf{q}_{n}\right)$, we define a module of $C$ to be a consecutive slice $G_{l}\left(\mathbf{q}_{l}\right) ; G_{l+1}\left(\mathbf{q}_{l+1}\right) ; \cdots ; G_{l+m}\left(\mathbf{q}_{l+m}\right)(1 \leq l \leq n, 0 \leq m \leq n-l)$. For example, we can decompose the circuit in Figure 3 into two modules $C=M_{1} ; M_{2}$ in Figure 4a, where

$$
M_{1}=H\left(q_{0}\right) ; \operatorname{CNOT}\left(q_{0}, q_{1}\right) ; \operatorname{CNOT}\left(q_{0}, q_{2}\right), \quad M_{2}=H\left(q_{2}\right) ; \operatorname{CNOT}\left(q_{1}, q_{2}\right) ; H\left(q_{2}\right)
$$

A circuit may have multiple modular representations. For example, we can also decompose the circuit in Figure 3 into three modules $C=M_{1} ; M_{2} ; M_{3}$ in Figure 4b, where

$$
M_{1}=H\left(q_{0}\right), \quad M_{2}=\operatorname{CNOT}\left(q_{0}, q_{1}\right) ; \operatorname{CNOT}\left(q_{0}, q_{2}\right), \quad M_{3}=H\left(q_{2}\right) ; \operatorname{CNOT}\left(q_{1}, q_{2}\right) ; H\left(q_{2}\right)
$$

Attribute Difference. For two state vectors $|\psi\rangle$ and $|\phi\rangle$, we characterize their attribute difference, denoted $|\psi\rangle \ominus|\phi\rangle$. We consider four kinds of attributes:

$$
\Omega=\{\text { Entangle, Superposition, Phasing, Bool }\} .
$$

Intuitively, $|\psi\rangle \ominus|\phi\rangle$ is defined to be

- Entangle if $|\psi\rangle$ and $|\phi\rangle$ are different in how qubits are entangled,
- Superposition if $|\psi\rangle$ and $|\phi\rangle$ are different in how their basis states are superposed,
- Phasing if $|\psi\rangle$ and $|\phi\rangle$ differ in relative phases, and
- Bool if $|\psi\rangle$ and $|\phi\rangle$ differ classically.

To formally define $|\psi\rangle \ominus|\phi\rangle$, let us first define the notion of the entanglement partition of a state vector.

Definition 4.1 (Entanglement Partition). Let $|\psi\rangle_{\mathbf{q}}$ be an $N$-qubit state vector on qubit register $\mathbf{q}$. An entanglement partition of $|\psi\rangle_{\mathbf{q}}$ is the finest partition $\left\{\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{k}\right\}$ of the qubit register $\mathbf{q}$ such that $|\psi\rangle$ is separable as

$$
|\psi\rangle_{\mathbf{q}}=\left|\psi_{1}\right\rangle_{\mathbf{q}_{1}} \otimes \cdots \otimes\left|\psi_{k}\right\rangle_{\mathbf{q}_{\mathbf{k}}}
$$

where each state vector $\left|\psi_{i}\right\rangle$ on $\mathbf{q}_{i}$ is fully entangled: for any $\mathbf{q}_{i}^{(1)}, \mathbf{q}_{i}^{(2)} \subseteq \mathbf{q}_{i}$ such that $\mathbf{q}_{i}^{(1)} \cup \mathbf{q}_{i}^{(2)}=\mathbf{q}_{i}$ and state vectors $\left|\phi_{1}\right\rangle_{\mathbf{q}_{i}^{(1)}}$ and $\left|\phi_{2}\right\rangle_{\mathbf{q}_{i}^{(2)}},\left|\psi_{i}\right\rangle$ is not decomposed into $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$, i.e., $\left|\psi_{i}\right\rangle \neq\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle$.

Example 4.2. The Bell state $|\Phi\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ on qubit register $\mathbf{q}=\left\{q_{0}, q_{1}\right\}$ is entangled with entanglement partition $\left\{\left\{q_{0}, q_{1}\right\}\right\}$. Similarly, the entanglement partition of $|G H Z\rangle=\frac{1}{\sqrt{2}}(|000\rangle+$ $|111\rangle)$ is $\left\{\left\{q_{0}, q_{1}, q_{2}\right\}\right\}$. On the other hand, classic state vectors such as $|\phi\rangle=|100\rangle$ on qubit register $\mathrm{q}=\left\{q_{0}, q_{1}, q_{2}\right\}$ is not entangled at all; its entanglement partition is $\left\{\left\{q_{0}\right\},\left\{q_{1}\right\},\left\{q_{2}\right\}\right\}$.

Now we can define the attribute difference, $|\psi\rangle \ominus|\phi\rangle$, between state vectors.

Definition 4.3 (Attribute Difference between State Vectors). Consider two (different) state vectors $|\psi\rangle$ and $|\phi\rangle$ on a qubit register $\mathbf{q}$. The attribute difference between $|\psi\rangle$ and $|\phi\rangle$, denoted $|\psi\rangle \ominus|\phi\rangle$, is defined as follows:

- $|\psi\rangle \ominus|\phi\rangle=$ Entangle if the entanglement partitions of $|\psi\rangle$ and $|\phi\rangle$ are different,
- $|\psi\rangle \ominus|\phi\rangle=$ Superposition (or in short Sp) if dist $|\psi\rangle \neq$ perm dist $_{|\phi\rangle}$,
- $|\psi\rangle \ominus|\phi\rangle=$ Phasing if dist ${ }_{|\psi\rangle}={ }_{\text {perm }} \operatorname{dist}_{|\phi\rangle}$ but amp $|\psi\rangle={ }_{\text {perm }} \mathrm{amp}_{|\phi\rangle}$, and
- $|\psi\rangle \ominus|\phi\rangle=$ Bool if $\mathrm{amp}_{|\psi\rangle}={ }_{\text {perm }} \mathrm{amp}_{|\phi\rangle}$ (by non-trivial permutation).

Although it is not a 'difference', we additionally define to be $|\psi\rangle \ominus|\phi\rangle=$ Identity (in short Id) if $|\psi\rangle=|\phi\rangle$.

There are two remarks regarding the definition:

- Superposition, Phasing, and Bool are mutually exclusive: when $|\psi\rangle \ominus|\phi\rangle \neq$ Entangle, $|\psi\rangle \ominus|\phi\rangle$ is only one of Superposition, Phasing, and Bool. In this case, we say the attribute difference is local. However, when the difference is Entangle, $|\psi\rangle \ominus|\phi\rangle$ could still be one of \{Superposition, Phasing, Bool\}. For example, $|\phi\rangle=\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle)$ and $|\psi\rangle=\frac{1}{\sqrt{2}}(|01\rangle+$ $|11\rangle)$ differ in Entangle and Phasing. In this case, we prioritize Entangle and define $|\psi\rangle \theta|\phi\rangle=$ Entangle.
- When defining Phasing, unlike the usual definition of a relative phase, we compare distributions and amplitudes up to permutation. This allows us to view phasing operations in a broader sense. For example, the $Z \times X$ operation is still regarded as a phasing operation according to our definition.

Example 4.4. Consider $|G H Z\rangle=\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)$. We show several examples of attribute difference, $|G H Z\rangle \ominus|\phi\rangle$, between $|G H Z\rangle$ and a state vector $|\phi\rangle$.
(1) When $|\phi\rangle=|100\rangle,|G H Z\rangle \ominus|\phi\rangle=$ Entangle. State vector $|100\rangle$ is not entangled at all, so its entanglement partition is $\left\{\left\{q_{0}\right\},\left\{q_{1}\right\},\left\{q_{2}\right\}\right\}$. On the other hand, $|G H Z\rangle$ is fully entangled and the entanglement partition is $\left\{\left\{q_{0}, q_{1}, q_{2}\right\}\right\}$. Thus, their entanglement paritions are different.
(2) When $|\phi\rangle=\frac{1}{\sqrt{3}}(|001\rangle+|010\rangle+|100\rangle),|G H Z\rangle \ominus|\phi\rangle=$ Superposition. Note that the entanglement partition of $|\phi\rangle$ is the same as $|G H Z\rangle$. Thus, we compare the distributions of the state vectors:

$$
\operatorname{dist}_{|G H Z\rangle}=\left(\frac{1}{2}, 0,0,0,0,0,0, \frac{1}{2}\right), \quad \operatorname{dist}_{|\phi\rangle}=\left(0, \frac{1}{3}, \frac{1}{3}, 0, \frac{1}{3}, 0,0,0\right) .
$$


(3) When $|\phi\rangle=\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle),|G H Z\rangle \ominus|\phi\rangle=$ Phasing since the two states have the same distribution, $\left(\frac{1}{2}, 0,0,0,0,0,0, \frac{1}{2}\right)$, but their amplitudes are different:

$$
\operatorname{amp}_{|G H Z\rangle}=\left(\frac{1}{\sqrt{2}}, 0,0,0,0,0,0, \frac{1}{\sqrt{2}}\right), \quad \operatorname{amp}_{|\phi\rangle}=\left(\frac{1}{\sqrt{2}}, 0,0,0,0,0,0,-\frac{1}{\sqrt{2}}\right) .
$$

(4) When $|\phi\rangle=\frac{1}{\sqrt{2}}(|001\rangle+|110\rangle),|G H Z\rangle \ominus|\phi\rangle=$ Bool because the amplitudes of $|G H Z\rangle$ and $|\phi\rangle$ are equivalent up to permutation:

$$
\operatorname{amp}_{|G H Z\rangle}=\left(\frac{1}{\sqrt{2}}, 0,0,0,0,0,0, \frac{1}{\sqrt{2}}\right), \quad \operatorname{amp}_{|\phi\rangle}=\left(0, \frac{1}{\sqrt{2}}, 0,0,0,0, \frac{1}{\sqrt{2}}, 0\right) .
$$

Indeed, we can reach from $|\phi\rangle$ to $|G H Z\rangle$ by $X\left(q_{2}\right)$, that is, $X\left(q_{2}\right)|\phi\rangle=|G H Z\rangle$.

Attribute of Modules. From the definition of attribute difference between state-vectors, attributes can also be defined for quantum operators and modules acting on state-vectors.

Definition 4.5 (Attribute of Module or Quantum Operator). Given a quantum operator $U$ and an input state-vector $|i n\rangle$, we define the attribute of $U$ w.r.t. $|i n\rangle$, denoted $A t t_{|i n\rangle}(U)$, to be $U|i n\rangle \ominus|i n\rangle$. For a modular quantum circuit $C=M_{1} ; \cdots ; M_{k}$ and input $|i n\rangle$, the attribute of module $M_{l}$, denoted $\operatorname{Att}_{M_{l-1} \ldots M_{1}|i n\rangle}\left(M_{l}\right)$, is defined to be $\left(M_{l} \cdots M_{1}\right)|i n\rangle \ominus\left(M_{l-1} \cdots M_{1}\right)|i n\rangle$.

Example 4.6. Consider the modularized circuit in Figure 4a with input state-vector $\mid$ in $\rangle=|100\rangle$.

- $\operatorname{Att}_{|100\rangle}\left(M_{1}\right)=M_{1}|100\rangle \ominus|100\rangle=\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle) \ominus|100\rangle=$ Entangle, where module $M_{1}=H\left(q_{0}\right) ; \operatorname{CNOT}\left(q_{0}, q_{1}\right) ; \operatorname{CNOT}\left(q_{0}, q_{2}\right)$ maps $|100\rangle$ to $\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)$. Intuitively, the attribute of $M_{1}$ is Entangle because its input $|100\rangle$ and output $\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)$ have different engtanglement partitions.
- $\operatorname{Att}_{M_{1}|100\rangle}\left(M_{2}\right)=\left(M_{2} \times M_{1}\right)|100\rangle \ominus M_{1}|100\rangle=|G H Z\rangle \ominus \frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)=$ PhASING, where module $M_{2}=H\left(q_{2}\right) ; \operatorname{CNOT}\left(q_{1}, q_{2}\right) ; H\left(q_{2}\right)$ maps $\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)$ to $|G H Z\rangle=\frac{1}{\sqrt{2}}(|000\rangle+$ $|111\rangle)$. These two state-vectors differ only in a relative phase.
- $\operatorname{Att}_{|100\rangle}\left(M_{2} \times M_{1}\right)=\left(M_{2} \times M_{1}\right)|100\rangle \ominus|100\rangle=|G H Z\rangle \ominus|100\rangle=$ Entangle.

We define an order between modules based on their attributes as follows.
Definition 4.7 (Order Between Modules). Consider a modularized quantum circuit $C=M_{1} ; \cdots ; M_{k}$. Given two consecutive modules $M_{i}, M_{i+1}(1 \leq i<k)$ and input $|i n\rangle$ to $M_{i}$, where the input vector will be clear from the context:

$$
M_{i}>\left.M_{i+1} \Longleftrightarrow A t\right|_{|i n\rangle}\left(M_{i+1} \times M_{i}\right)=A t t_{|i n\rangle}\left(M_{i}\right)
$$

On the other hand, we define $M_{i}<M_{i+1}$ if $M_{i+1}$ absorbs the attribute of $M_{i}$ :

$$
M_{i}<M_{i+1} \Longleftrightarrow A t t_{|i n\rangle}\left(M_{i+1} \times M_{i}\right)=A t t_{M_{i}|i n\rangle}\left(M_{i+1}\right)
$$

We write $M_{i} \simeq M_{i+1}$ when both $M_{i}>M_{i+1}$ and $M_{i}<M_{i+1}$ hold.
Example 4.8. In Example 4.6, $M_{1}>M_{2}$ holds because $\operatorname{Att}_{100\rangle}\left(M_{2} \times M_{1}\right)=$ Entangle $=$ $\operatorname{Att}_{|100\rangle}\left(M_{1}\right)$. However, $M_{1} \nless M_{2}$ since $\left.\operatorname{Att}\right|_{|00\rangle}\left(M_{2} \times M_{1}\right)=$ Entangle $\neq$ Phasing $=\operatorname{Att} M_{M_{1}|100\rangle}\left(M_{2}\right)$. Hence, $M_{1} \neq M_{2}$ and $M_{1} \succsim M_{2}$.

Example 4.9. Consider a quantum circuit $C=M_{1} ; M_{2}$, where $M_{1}=X\left(q_{0}\right) ; H\left(q_{0}\right)$; and $M_{2}=H\left(q_{0}\right)$. For input vector $|0\rangle, \operatorname{Att}{ }^{00\rangle}\left(M_{1}\right)=$ Superposition and $\operatorname{Att}_{M_{1}|0\rangle}\left(M_{2}\right)=$ Superposition. However, $\operatorname{Att}_{|0\rangle}\left(M_{2} \times M_{1}\right)=\operatorname{Att}_{|0\rangle}\left(X\left(q_{0}\right)\right)=$ Bool, which is neither $\operatorname{Att}_{|0\rangle}\left(M_{1}\right)$ nor $\operatorname{Att}_{M_{1}|0\rangle}\left(M_{2}\right)$. Hence, $M_{1} \nsucc M_{2}$ and $M_{1} \not 大 M_{2}$, which implies that $>$ is a partial order.

Definition 4.10. We define the order < between attributes as follows:

$$
\begin{equation*}
\text { Identity }<\text { Bool }<\text { Phasing }<\text { Superposition }<\text { Entangle } \tag{4}
\end{equation*}
$$

The order $>$ between modules and the order < between attributes are closely related.
Proposition 4.11. For $\omega, \omega^{\prime} \in \Omega=\{$ Entangle, Superposition, Phasing, Bool, Identity $\}$, consider modules $M_{i}, M_{i+1}$ with input $\mid$ in $\rangle\left(\right.$ for $\left.M_{i}\right)$ such that $\operatorname{Att}|i n\rangle\left(M_{i}\right)=\omega$ and $A t t_{M_{i}|i n\rangle}\left(M_{i+1}\right)=\omega^{\prime}$. Then,

$$
\omega>\omega^{\prime} \Longleftrightarrow M_{i} \succsim M_{i+1} .
$$

Proof. By case analysis on $\omega \in \Omega$.

We say a modularized quantum circuit $C=M_{1} ; \cdots ; M_{k}$ is monotonically decreasing (resp., strictly decreasing) if $M_{i}>M_{i+1}$ (resp., $M_{i} \succsim M_{i+1}$ ) holds for every pair $M_{i}, M_{i+1}(1 \leq i \leq k-1)$ of consecutive modules.

As we will show later, these properties characterize the quantum circuit we are constructing, concretely for the state preparation case.

Example 4.12. The modularized circuit in Figure 4a is strictly decreasing because $M_{1} \succsim M_{2}$ (see Example 4.9). We can also check this by Proposition 4.11 : since $\left.\operatorname{Att}\right|_{|100\rangle}\left(M_{1}\right)=$ Entangle $>$ Phasing $=\operatorname{Att}_{M_{1}|100\rangle}\left(M_{2}\right)$, it is strictly decreasing. In contrast, the modular representation in Figure 4 b is not decreasing since the attributes of $M_{1}, M_{2}$, and $M_{3}$ are Superposition, Entangle, and Phasing, respectively, but Superposition < Entangle.

### 4.2 Algorithm Outline

Algorithm 1 describes the outline of our modular synthesis algorithm. Let $(N, E, \mathcal{G})$ be the problem specification, where $N$ is the circuit size, $E$ input-output examples, and $\mathcal{G}$ the user-provided gates.

High-Level Structure. The main feature of our algorithm is that it works at a module-level, rather than a gate-level. That is, the algorithm uses a set $\mathcal{M}$ of modules, not gates, as (atomic) components, and aims to find a sequence $C=M_{1} ; M_{2} ; \ldots ; M_{l}$ of modules that satisfies input-output examples. Thus, the very first job of the algorithm is to build the set $\mathcal{M}$ of component modules from the gate set $\mathcal{G}$. For the moment, assume $\mathcal{M}_{k}$ is given (where $k$ is some parameter that determines space of $\mathcal{M}$, explained in Section 4.4) and let $\mathcal{M}_{C, E} \subseteq \mathcal{M}_{k}$ be the subset of modules relevant for the current context (the circuit $C$ and examples $E$ ). We explain how to build $\mathcal{M}_{k}$ and $\mathcal{M}_{C, E}$ in Section 4.4.

We explain Algorithm 1 line by line. The algorithm performs enumerative search with pruning at the module-level. It is a worklist-based algorithm, where the worklist $W$ is a set of (partial) circuits and initially contains the empty circuit $\epsilon$ (line 1 ). The synthesis loop at lines $2-11$ is repeated until $W$ becomes empty or the time budget expires. At lines 3 and 4, a circuit $C$ is chosen from the worklist. For Choose, we prioritize $C \in W$ with smallest modular length and number of gate operations, in order to expect a smallest size circuit as synthesis result. At lines 5-6, we consider each candidate module $M \in \mathcal{M}_{C, E}$ and use the predicate

$$
\text { is_gap_filled }(C, M, E) \in\{\text { True, False }\}
$$

to see if module $M$ "fills" the attribute gap between the current circuit $C$ and the desired one specified by examples $E$. (The definition of is_gap_filled will be given shortly in Section 4.3.) When is_gap_filled $(C, E, M)$ evaluates to True, we append $M$ to $C$ (line 7) and check whether the extended circuit $C^{\prime}$ is a solution satisfying all input-output examples (possibly up to global phase by user's choice) (line 8):

```
solution (C,E) \Longleftrightarrow\forall(|in\rangle,|out\rangle) \inE:C 泣\rangle=|out\rangle.
```

The algorithm ends if a solution is discovered (line 9). Otherwise, it repeats the previous steps while adding $C^{\prime}$ to the worklist $W$ (line 10).

Example. Let us illustrate the algorithm for the problem in Example 3.1, where the goal is to synthesize the GHZ circuit in Figure 3 given $E=\left\{\left(|100\rangle, \frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)\right)\right\}$ and $\mathcal{G}=\{H$, CNOT $\}$. The first step of our algorithm is to generate the set of modules from $\mathcal{G}$. For simplictiy, suppose the following three modules are available for use regardless of given circuit $C$ :

$$
\mathcal{M}=\left\{\begin{array}{l}
M_{1}=H\left(q_{0}\right) ; \operatorname{CNOT}\left(q_{0}, q_{1}\right) ; \operatorname{CNOT}\left(q_{0}, q_{2}\right), \\
M_{2}=\operatorname{CNOT}\left(q_{0}, q_{1}\right), \\
M_{3}=H\left(q_{2}\right) ; \operatorname{CNOT}\left(q_{1}, q_{2}\right) ; H\left(q_{2}\right)
\end{array}\right\}
$$

```
Algorithm 1 Algorithm Outline
Input: \(N\) : circuit size, \(E\) : input-output examples, \(\mathcal{G}\) : user-defined gate set
Output: Quantum circuit \(C\) satisfying \(E\)
    \(W \leftarrow\{\epsilon\}\)
    repeat
        \(C \leftarrow\) Choose \((W)\)
        \(W \leftarrow W \backslash\{C\}\)
        for \(M \in \mathcal{M}_{C, E}\) do \(\quad \triangleright \mathcal{M}_{C, E}\) : component modules relevant for \(C\) and \(E\) (Section 4.4)
            if is_gap_filled \((C, M, E)\) then \(\quad \triangleright\) Attribute-based pruning (Section 4.3)
                \(C^{\prime} \leftarrow C ; M\)
                if solution \(\left(C^{\prime}, E\right)\) then
                return \(C^{\prime}\)
                \(W \leftarrow W \cup\left\{C^{\prime}\right\}\)
    until \(W=\emptyset\) or timeout
```

Then, our algorithm goes into the main loop and works as follows:
(1) The algorithm begins with the blank circuit, $C=\epsilon$, which acts as the identify function on the input state $|100\rangle$, i.e., $C|100\rangle=|100\rangle$. At line 5 , we consider each of $\mathcal{M}=\left\{M_{1}, M_{2}, M_{3}\right\}$ and use is_gap_filled to identify modules that fill the gap between $C$ and the desired solution. To do so, we first find out that the attribute difference between $C$ and the solution is Entangle because $\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle) \ominus C|100\rangle=$ Entangle according to Definition 4.3. Next, we compute the module attributes (Definition 4.5) for $M_{1}, M_{2}$, and $M_{3}$ as follows:

$$
\begin{aligned}
& \operatorname{Att}_{C|100\rangle}\left(M_{1}\right)=\left(M_{1} \times C\right)|100\rangle \ominus C|100\rangle=\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle) \ominus|100\rangle=\text { Entangle } \\
& \operatorname{Att}_{C|100\rangle}\left(M_{2}\right)=\left(M_{2} \times C\right)|100\rangle \ominus C|100\rangle=|110\rangle \ominus|100\rangle=\text { Bool } \\
& A t t_{C|100\rangle}\left(M_{3}\right)=\left(M_{3} \times C\right)|100\rangle \ominus C|100\rangle=|100\rangle \ominus|100\rangle=\text { Identity }
\end{aligned}
$$

Note that the attribute of module $M_{1}$, i.e., $\operatorname{Att}_{C|100\rangle}\left(M_{1}\right)=$ Entangle, is equivalent to the attribute difference, Entangle, between $C$ and the solution. Thus, is_gap_filled $\left(C, M_{1}, E\right)$ at line 6 evlauates to True and we append $M_{1}$ to $C$. (For $M_{2}$ and $M_{3}$, is_gap_filled evaluates to False.) At line 8, we check if $C^{\prime}=C ; M_{1}=M_{1}$ can be a solution. In this case, since $M_{1}|000\rangle=\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle) \neq \frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)$, solution $\left(C^{\prime}, E\right)$ evaluates to False.
(2) In the second iteration, the current circuit $C$ is $M_{1}$ and we try to extend it with modules in $\mathcal{M}$. To do so, we again find out that the current attribute difference between $C$ and the solution is Phasing:

$$
\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle) \ominus C|100\rangle=\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle) \ominus \frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)=\text { PHASING }
$$

and compare it with the attributes of modules $M_{1}, M_{2}$, and $M_{3}$ :

$$
\begin{aligned}
\operatorname{Att}_{M_{1}|100\rangle}\left(M_{1}\right) & =\left(M_{1} \times M_{1}\right)|100\rangle \ominus M_{1}|100\rangle \\
& =\frac{1}{2}(|000\rangle-|011\rangle+|100\rangle+|111\rangle) \ominus \frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)=\text { Superposition } \\
\operatorname{Att}_{M_{1}|100\rangle}\left(M_{2}\right) & =\left(M_{2} \times M_{1}\right)|100\rangle \ominus M_{1}|100\rangle \\
& =\frac{1}{\sqrt{2}}(|000\rangle-|101\rangle) \ominus \frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)=\text { EnTANGLE } \\
\operatorname{Att}_{M_{1}|100\rangle}\left(M_{3}\right) & =\left(M_{3} \times M_{1}\right)|100\rangle \ominus M_{1}|100\rangle \\
& =\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle) \ominus \frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)=\text { PhASING }
\end{aligned}
$$

In this case, because the attribute of $M_{3}$ coincides with the current difference, we append $M_{3}$ to $C=M_{1}$. The resulting circuit $C^{\prime}=M_{1} ; M_{3}$ satisfies the example specification:

$$
\left(M_{3} \times M_{1}\right)|100\rangle=\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)
$$

and the algorithm terminates with the solution found.

### 4.3 Pruning

Given an example $(\mid$ in $\rangle, \mid$ out $\rangle) \in E$ and a quantum circuit $C$, let gap_att $\mid$ in $\rangle, \mid$ out $\rangle(C)$ be the attribute difference between $C$ and the circuit whose behavior is specified by the example ( $|i n\rangle,|o u t\rangle$ ):

$$
\left.\left.\operatorname{gap}_{2} \operatorname{att}_{\mid \text {in }\rangle, \text { out }\rangle}(C) \stackrel{\text { def }}{=} \mid \text { out }\right\rangle \ominus C \mid \text { in }\right\rangle .
$$

Single IO. When $E=\{(\mid$ in $\rangle,|o u t\rangle)\}$ is a singleton set, we append a module $M$ to the current circuit $C$ if the attribute difference between $C$ and $E$ coincides with the attribute of $M$, i.e., gap_att ${ }_{|i n\rangle, \mid \text { out }\rangle}(C)=\operatorname{Att}_{C \mid \text { in }\rangle}(M)$. That is, we define is_gap_filled as follows:

$$
\begin{equation*}
\text { is_gap_filled }(C, M,(\mid \text { in }\rangle,|o u t\rangle)) \Longleftrightarrow \text { gap_att }_{|i n\rangle, \mid \text { out }\rangle}(C)=\operatorname{Att}_{C|i n\rangle}(M) . \tag{5}
\end{equation*}
$$

Example 4.13. Suppose $E=\{|100\rangle \mapsto|G H Z\rangle\}$ and $C=\epsilon$. Consider modules $M_{1}$ and $M_{2}$ in Figure 4a. In this case, we can append $M_{1}$ to $C$ because

$$
\text { gap_att }_{|100\rangle,|G H Z\rangle}(C)=\text { EnTANGLE }=\operatorname{Att}_{C|100\rangle}\left(M_{1}\right) .
$$

In contrast, we do not append $M_{2}$ to $C$ because

$$
\text { gap_att }_{|100\rangle,|G H Z\rangle}(C)=\text { EnTANGLE } \neq \operatorname{IdENTITY}=\operatorname{Att}_{C|100\rangle}\left(M_{2}\right) .
$$

MultiIO. When $E=\left\{\left(\left|i n_{i}\right\rangle,\left|o u t_{i}\right\rangle\right) \mid i=1, \ldots, k\right\}$ is not a singleton set. We may want to append a module $M$ to the current circuit $C$ if the module fills the gap for every example:

$$
\forall i \in[1, k]: \text { gap_att }_{\left|i_{i}\right\rangle,\left|o u t_{i}\right\rangle}(C)=\operatorname{Att}_{C\left|i n_{i}\right\rangle}(M) .
$$

However, we found that modules that fill multiple gaps are often complex (i.e., requiring many gate operations) and are hardly captured by a module of small depths. Instead, we allow modules to be appended even if they partially fill the gaps:

$$
\begin{equation*}
\text { is_gap_filled }(C, M, E) \Longleftrightarrow\left[\sum_{(\mid \text {in }\rangle, \mid \text { out }\rangle) \in E} \mathbf{1}_{\text {is_gap_filled }(C, M,(\mid \text { in }\rangle, \mid \text { out }\rangle)}\right] \geq \delta \tag{6}
\end{equation*}
$$

where $\delta$ is a hyper-parameter and we set $\delta=\lfloor|E| / 2\rfloor$ in our implementation.


Fig. 5. Implementation of the Toffoli gate using $\mathcal{G}=\left\{C \sqrt{X}, C \sqrt{X}^{-1}, C N O T\right\}$

Example 4.14. Consider the problem of synthesizing the Toffoli gate (i.e., the CCNOT gate) using $\mathcal{G}=\left\{C \sqrt{X}, C \sqrt{X}^{-1}, C N O T\right\}$ as component gates, where input-output examples are given as $E=\{|000\rangle \mapsto|000\rangle,|001\rangle \mapsto|001\rangle,|010\rangle \mapsto|010\rangle,|011\rangle \mapsto|011\rangle,|100\rangle \mapsto|100\rangle,|101\rangle \mapsto$ $|101\rangle,|110\rangle \mapsto|111\rangle,|111\rangle \mapsto|110\rangle\}$.

The solution circuit is presented in Figure 5. The circuit $C$ consists of two modules: $C=M_{1} ; M_{2}$. The action of each module is illustrated as follows:

|  | $M_{1}$ |  | $M_{2}$ |  |
| ---: | :--- | :---: | :--- | :--- |
| $\|000\rangle$ | $\mapsto$ | $\|000\rangle$ | $\|001\rangle$ | $\mapsto$ |$|000\rangle$

Module $M_{1}$ satisfies the condition in (6), i.e., is_gap_filled $\left(\epsilon, M_{1}, E\right)=$ True, because it fills the gap of half of input specs: when $(\mid$ in $\rangle,|o u t\rangle) \in\{|000\rangle \mapsto|000\rangle,|001\rangle \mapsto|001\rangle,|110\rangle \mapsto|111\rangle,|111\rangle \mapsto$ $|110\rangle\}$, is_gap_filled $\left(\epsilon, M_{1},(|i n\rangle,|o u t\rangle)\right)=$ True holds since

$$
\operatorname{gap} \_ \text {att }_{|i n\rangle, \mid \text { out }\rangle}(\epsilon)=\text { BooL }=\operatorname{Att}_{\epsilon|i n\rangle}\left(M_{1}\right) .
$$

However, when $(\mid$ in $\rangle, \mid$ out $\rangle) \in\{|010\rangle \mapsto|010\rangle,|011\rangle \mapsto|011\rangle,|100\rangle \mapsto|100\rangle,|101\rangle \mapsto|101\rangle\}$, is_gap_filled $\left(\epsilon, M_{1},(\mid\right.$ in $\left.\left.\rangle,|o u t\rangle\right)\right)$ evaluates to False because

$$
\text { gap_att }_{\mid \text {in }\rangle, \mid \text { out }\rangle}(\epsilon)=\text { ID } \neq \text { SuPERPOSITION }=A t t_{\epsilon \mid \text { in }\rangle}\left(M_{1}\right) .
$$

Note that, in the latter case, $M_{1}$ introduces a new attribute difference, Superposition, which is filled by the next module $M_{2}$, i.e., is_gap_filled $\left(M_{1}, M_{2},(\mid\right.$ in $\rangle, \mid$ out $\left.\left.\left.\rangle\right)\right)\right)=$ True for all $(\mid$ in $\rangle, \mid$ out $\left.\rangle\right) \in E$. For example, is_gap_filled $\left(M_{1}, M_{2},(|010\rangle,|010\rangle)\right)=$ True because

$$
\operatorname{gap} \_ \text {att }_{|010\rangle,|010\rangle}\left(M_{1}\right)=\text { Superposition }=\operatorname{Att}_{M_{1}|010\rangle}\left(M_{2}\right) .
$$

Optimization. The $\ominus$ operation (Definition 4.3) can be expensive in practice. Thus, we provide an optimized version of is_gap_filled in (5), which reduce calls to the $\ominus$ operation:

$$
\begin{align*}
& \text { is_gap_filled } \left.{ }^{\text {opt }}(C, M,(\mid \text { in }\rangle,|o u t\rangle)\right) \stackrel{\text { def }}{=} \tag{7}
\end{align*}
$$

Note that is_gap_filled ${ }^{\text {opt }}$ replaces the query $\operatorname{Att}_{C|i n\rangle}(M)$ in (5) by gap_att $\mid$ in $\rangle, \mid$ out $\rangle(C ; M)$. Since we can cache the result of gap_att, is_gap_filled ${ }^{\text {opt }}$ does not require re-calculating gap_att for ( $C ; M$ ) in the future when is_gap_filled ${ }^{\text {opt }}(C, M,(|i n\rangle,|o u t\rangle))$ evaluates to true and $C ; M$ gets into the worklist. The following proposition shows that is_gap_filled ${ }^{\text {opt }}$ in (7) implies is_gap_filled in (5).

Proposition 4.15. For any quantum circuit $C$, module $M$, and example (|in $\rangle,|o u t\rangle$ ) (where $\left.\operatorname{Att}_{C|i n\rangle}(M) \neq I D\right)$,

$$
\text { is_gap_filled } \left.\left.\left.^{\text {opt }}(C, M,(\mid \text { in }\rangle,|o u t\rangle)\right) \Longrightarrow \text { is_gap_filled }(C, M,(\mid \text { in }\rangle, \mid \text { out }\rangle\right)\right) .
$$

Proof. By case analysis on gap_att ${ }_{|i n\rangle, \mid \text { out }\rangle}(C)$.

A consequence of Proposition 4.15 is that is_gap_filled ${ }^{\text {opt }}$ more aggressively prunes out modules than is_gap_filled.

Soundness. Our pruning procedures, is_gap_filled and is_gap_filled ${ }^{\text {opt }}$, are sound when the solution circuit to be synthesized satisfies some conditions. Below, let $C^{*}$ be the solution circuit with modularization $C^{*}=M_{1} ; \ldots ; M_{k}$. Also, let $\left|\psi_{i}\right\rangle$ be a state vector used as input to $M_{i}$, that is, $\left|\psi_{i}\right\rangle=M_{i-1} \cdots M_{1}|i n\rangle$ and $\left|\psi_{1}\right\rangle=|i n\rangle$.

We first prove the soundness of is_gap_filled ${ }^{\text {opt }}$ since it is mainly used in practice. For the optimized criterion is_gap_filled ${ }^{o p t}$ to be sound, we require that the solution circuit is strictly decreasing (with allowance of sequential Bool modules in tail):

$$
\operatorname{Att}_{\left|\psi_{1}\right\rangle}\left(M_{1}\right)>\operatorname{Att}_{\left|\psi_{2}\right\rangle}\left(M_{2}\right)>\cdots>\operatorname{Att}_{\left|\psi_{k}\right\rangle}\left(M_{k}\right)
$$

The following theorem states the soundness of is_gap_filled ${ }^{\text {opt }}$.
Theorem 4.16. Let $E=\{(\mid$ in $\rangle, \mid$ out $\rangle)\}$ be an example and $C^{*}=M_{1} ; \cdots ; M_{k}\left(M_{i} \in \mathcal{M}\right.$ and attribute of each $M_{i}$ is not IDENTITY) be the solution circuit to be synthesized such that $C^{*}(\mid$ in $\left.\rangle\right)=\mid$ out $\rangle$. Suppose $C^{*}$ is strictly decreasing (by input $\mid$ in $\rangle$ ) with allowance of sequential Bool modules. Then, for any prefix $C=M_{1} ; \cdots ; M_{l-1}(l \leq k)$ of $C^{*}$,

$$
\text { is_gap_filled }^{o p t}\left(C, M_{l},(|i n\rangle,|o u t\rangle)\right)=\text { True. }
$$

Proof. Note that for any consecutive subsequence of strict decreasing modules $M_{p} ; . . ; M_{p+n}$, it is guaranteed that the head module $M_{p}$ absorbs the attribute of following modules $M_{p+1}, . ., M_{p+n}$ as

$$
\operatorname{Att}_{M_{p-1} \cdots M_{1}|i n\rangle}\left(M_{p+n} \cdots M_{p}\right)=\operatorname{Att}_{M_{p-1} \cdots M_{1}|i n\rangle}\left(M_{p}\right)
$$

(this can be shown by considering cases on $\operatorname{Att}_{M_{p-1} \cdot M_{1}|i n\rangle}\left(M_{p}\right)$ ). Let $|\psi\rangle=C \mid$ in $\rangle$ and $b(1 \leq b \leq k)$ be the index of the first module whose attribute is Bool. We consider three cases for $b$ as follows. Suppose $l-1<b-2$. This means that the attributes of $M_{l}$ and $M_{l+1}$ are not Bool. Then, module sequences $M_{l} ; M_{l+1} ; . . ; M_{k}$ and $M_{l+1} ; . . ; M_{k}$ can be seen to be strictly decreasing by merging (if any) Bool modules (and redefining indices). Hence, the first module $M_{l}$ in the subsequence of modules absorbs the attribute as

$$
\begin{align*}
\operatorname{gap} \_a t t_{|i n\rangle, \mid \text { out }\rangle}(C) & \left.\left.=\mid \text { out }\rangle \ominus C \mid \text { in }\rangle=\left(M_{k} \cdots M_{l}\right) C \mid \text { in }\right\rangle \ominus C \mid \text { in }\right\rangle  \tag{8}\\
& =\operatorname{Att}_{|\psi\rangle}\left(M_{k} \cdots M_{l}\right)=\operatorname{Att}_{|\psi\rangle}\left(M_{l}\right) \tag{9}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\operatorname{gap} \_a t t_{|i n\rangle,|o u t\rangle}\left(C ; M_{l}\right) & \left.\left.=\mid \text { out }\rangle \ominus C \mid \text { in }\rangle=\left(M_{k} \cdots M_{l+1}\right) M_{l} C \mid \text { in }\right\rangle \ominus M_{l} C \mid \text { in }\right\rangle  \tag{10}\\
& =\operatorname{Att}_{M_{l}|\psi\rangle}\left(M_{k} \cdots M_{l+1}\right)=\operatorname{Att}_{M_{l}|\psi\rangle}\left(M_{l+1}\right) \tag{11}
\end{align*}
$$

Since $C^{*}$ is strictly decreasing, $A t t_{|\psi\rangle}\left(M_{l}\right)>A t t_{M_{l}|\psi\rangle}\left(M_{l+1}\right)$. Replacing each by (8), (10), the criterion is satisfied.

Suppose $l-1=b-2$. Then, $l+1=b$, so $M_{l+1}$ is the first module of attribute Bool (while attribute of $M_{l}$ is not Bool). Following the argument of the previous case,

$$
\begin{equation*}
\operatorname{gap}_{-} \mathrm{att}_{|i n\rangle,|o u t\rangle}(C)=\operatorname{Att}_{|\psi\rangle}\left(M_{k} \cdots M_{l}\right)=\operatorname{Att}_{|\psi\rangle}\left(M_{l}\right)>\text { Bool } \tag{12}
\end{equation*}
$$

Since $M_{l+1}$ is a Bool module and attribute of modules after $M_{l+1}$ is BooL,

$$
\begin{equation*}
\operatorname{gap} \_a t t_{|i n\rangle,|o u t\rangle}\left(C ; M_{l}\right)=\operatorname{Att}_{M_{l}|\psi\rangle}\left(M_{k} \cdots M_{l+1}\right) \leq \text { Bool } \tag{13}
\end{equation*}
$$

satisfying the criterion as desired.

Suppose $l-1>b-2$, which means that $l \geq b$. Then, $M_{l}, M_{l+1}, .$. are Bool modules. Hence

$$
\begin{align*}
\text { gap_att }_{\mid \text {in }\rangle, \mid \text { out }\rangle}(C) & =\operatorname{Att}_{|\psi\rangle}\left(M_{k} \cdots M_{l}\right)=A t t_{|\psi\rangle}\left(M_{l}\right)=\text { BooL }  \tag{14}\\
\operatorname{gap} \_a t t_{\mid \text {in }\rangle, \mid \text { out }\rangle}\left(C ; M_{l}\right) & =\operatorname{Att}_{M_{l}|\psi\rangle}\left(M_{k} \cdots M_{l+1}\right) \leq \text { BooL } \tag{15}
\end{align*}
$$

satisfying the criterion (note that gap_att ${ }_{\mid \text {in }\rangle, \mid \text { out }\rangle}(C)$ cannot be Id otherwise it contradicts to $C^{*}$ being solution circuit).

Note that Theorem 4.16 does not hold for the 'monotonic' decreasing case because $A t t_{C|i n\rangle}\left(M_{l}\right)=$ $\operatorname{Att}_{M_{l} C|i n\rangle}\left(M_{l+1}\right)$ could be the case.

By Theorem 4.16, when the solution circuit is strictly decreasing, our algorithm with the optimized version of pruning (is_gap_filled ${ }^{\text {opt }}$ ) never misses the solution. The existence of strictly decreasing modularization is the core assumption of Theorem 4.16 and this assumption depends on how the set of candidate modules $(\mathcal{M})$ is prepared. In the trivial case, if $\mathcal{M}$ includes all the possible modules, then every circuit has a decreasing modularization (since the circuit itself is included as a module in $\mathcal{M})$. In practice, we observed that the assumption is still likely to hold; with our module-generation method in Section 4.4, for example, all single IO circuits considered in our evaluation have strictly decreasing modularizations (Section 5.3).

For is_gap_filled to be sound, the following two conditions need to be met:
(1) The solution circuit is monotonically decreasing:

$$
\operatorname{Att}_{\left|\psi_{1}\right\rangle}\left(M_{1}\right) \geq \operatorname{Att}_{\left|\psi_{2}\right\rangle}\left(M_{2}\right) \geq . . \geq \operatorname{Att}_{\left|\psi_{k}\right\rangle}\left(M_{k}\right)
$$

(2) The head module of any consecutive subsequence absorbs the attribute of following modules:

$$
\begin{equation*}
\operatorname{Att}_{M_{p-1} \cdots M_{1}|i n\rangle}\left(M_{p+n} \cdots M_{p}\right)=\operatorname{Att}_{M_{p-1} \cdots M_{1}|i n\rangle}\left(M_{p}\right) \text { for } 1 \leq p \leq(k-1), 1 \leq n \leq k-p \tag{16}
\end{equation*}
$$

This condition is intended to exclude some redundant circuit constructions such that a module reverts the attribute constructed by previous modules. For example, the circuit of three modules $M_{1}=H\left(q_{0}\right), M_{2}=H\left(q_{1}\right), M_{3}=H\left(q_{0}\right) ; H\left(q_{1}\right)$ is monotonically decreasing on input $|0\rangle$. However, $\operatorname{Att}\left(M_{3} M_{2} M_{1}\right)=$ Id as $M_{3}$ reverts the superposition constructed by $M_{1}$ and $M_{2}$.
Theorem 4.17. Let $E=\{(\mid$ in $\rangle, \mid$ out $\rangle)\}$ be an example and $C^{*}=M_{1} ; \cdots ; M_{k}\left(M_{i} \in \mathcal{M}\right.$ and attribute of each $M_{i}$ is not IDENTITY) be the solution circuit to be synthesized such that $C^{*}(\mid$ in $\left.\rangle\right)=\mid$ out $\rangle$. Suppose $C^{*}$ is monotonically decreasing (by input $\mid$ in $\rangle$ ). Further, assume the following holds:

$$
\begin{equation*}
\operatorname{Att}_{M_{p-1} \cdots M_{1}|i n\rangle}\left(M_{p+n} \cdots M_{p}\right)=\operatorname{Att}_{M_{p-1} \cdots M_{1}|i n\rangle}\left(M_{p}\right) \text { for } 1 \leq p \leq(k-1), 1 \leq n \leq k-p \tag{17}
\end{equation*}
$$

Then, for any prefix $C=M_{1} ; \cdots ; M_{l-1}(l \leq k)$ of $C^{*}$,

$$
\text { is_gap_filled }\left(C, M_{l},(|i n\rangle,|o u t\rangle)\right)=\text { True. }
$$

Proof. Let $|\psi\rangle=C \mid$ in $\rangle=M_{l-1} \cdots M_{1} \mid$ in $\rangle$ be the output vector of $C$. By definition $M_{k} \cdots M_{l}|\psi\rangle=$ $|o u t\rangle$ and thus

$$
\left.\operatorname{Att}_{|\psi\rangle}\left(M_{k} M_{k-1} \cdots M_{l}\right)=\mid \text { out }\right\rangle \ominus|\psi\rangle=\text { gap_att }_{\mid \text {in }\rangle, \mid \text { out }\rangle}(C) .
$$

Since $C^{*}$ is decreasing and by the given condition of (17), $\operatorname{Att}_{|\psi\rangle}\left(M_{k} M_{k-1} \cdots M_{l}\right)=\operatorname{Att}_{|\psi\rangle}\left(M_{l}\right)$. Therefore, gap_att ${ }_{|i n\rangle, \mid \text { out }\rangle}(C)=\operatorname{Att}_{|\psi\rangle}\left(M_{l}\right)$, which satisfies the criterion. Note that if $C^{*}$ is not decreasing, the condition (17) cannot hold.

Our soundness theorems are naturally extended to the multi-IO case. Since the pruning for multi-IO problems is defined using the technique for the single IO case, the soundness condition for pruning by (6) is merely the existence of partially decreasing modularizations (that partially hold for some of $E$ ). In practice, we observed that this assumption is also likely to hold; all multi-IO benchmark problems in our evaluation had such modularizations.

### 4.4 Module Generation

In this section, we explain our procedure for generating modules, i.e., $\mathcal{M}_{C, E}$.
4.4.1 Naive Module Generation. The most straightforward method would be to build every module that might exist with a length up to $k$ by exhaustively listing all the possible component gates in $\mathcal{G}$. This naive module-generation procedure is to define $\mathcal{M}_{C, E}$ regardless of $C$ and $E$ as follows:

$$
\mathcal{M}_{C, E}=\mathcal{M}_{k}=\left\{G_{1}\left(\mathbf{q}_{1}\right) ; \cdots ; G_{m}\left(\mathbf{q}_{m}\right) \mid \mathbf{q}_{i} \subseteq \mathbf{q}, G_{i} \in \mathcal{G}, 1 \leq i \leq m, 1 \leq m \leq k\right\} .
$$

However, this approach has performance problems because the number of modules produced using this method grows exponentially in $k$ as follows:

$$
\begin{align*}
\left|\mathcal{M}_{k}\right| & =\sum_{j=1, \ldots, k}\left|\left\{G\left(\mathbf{q}^{\prime}\right) \mid G \in \mathcal{G}, \mathbf{q}^{\prime} \subseteq \mathbf{q}\right\}\right|^{j}  \tag{18}\\
& =\sum_{j=1, \ldots, k}\left[\sum_{G_{i} \in \mathcal{G}}\left(P\left(N, g_{i}\right)\right)\right]^{j} \tag{19}
\end{align*}
$$

where $g_{i}$ is the number of qubits for $G_{i}$ and $P(a, b)$ denotes permutation (i.e, choosing $b$ from $a$ things). $P\left(N, g_{i}\right)$ is the number of gate operations possibly made by $G_{i}$ on $N$-qubits. For example, the number of modules for a 3-qubit circuit with $k=3$ and $\mathcal{G}=\{H, C N O T\}$ is

$$
\sum_{j=1,2,3} \mid\left\{H\left(q_{0}\right), H\left(q_{1}\right), H\left(q_{2}\right), \operatorname{CNOT}\left(q_{0}, q_{1}\right), \operatorname{CNOT}\left(q_{0}, q_{2}\right),\right.
$$

$$
\left.\operatorname{CNOT}\left(q_{1}, q_{0}\right), \operatorname{CNOT}\left(q_{1}, q_{2}\right), \operatorname{CNOT}\left(q_{2}, q_{0}\right), \operatorname{CNOT}\left(q_{2}, q_{1}\right)\right\}\left.\right|^{j}=819
$$

This observation led us to develop a technique for effectively reducing the number of modules.
4.4.2 Our Approach. Our method dynamically selects the set of candidate modules during the synthesis algorithm that are likely to pass the pruning criterion. Let $E$ be the given input-output specification and $C$ be the current circuit during the algorithm. Given $C$ and $E$, our goal is to find a subset $\mathcal{M}_{C, E} \subseteq \mathcal{M}_{k}$. To achieve this, we exclude modules that are unlikely to pass the criterion, is_gap_filled (i.e., is_gap_filled $(C, M, E)=$ False). Note that a module $M$ passes our criterion, is_gap_filled $(C, M, E)$, if the module attribute coincides with the attribute gap between $C$ and $E$ :

Therefore, if modules could be categorized according to their attributes, we might avoid applying other types of modules unnecessarily. Let $\mathcal{M}_{\omega}$ be the set of modules whose attribute is $\omega$. Then, we define $\mathcal{M}_{C, E}$ as follows:

$$
\begin{equation*}
\mathcal{M}_{C, E}=\bigcup_{\left.\left.\left(\mid \text {in }_{i}\right\rangle, \mid \text { out } t_{i}\right\rangle\right) \in E} \mathcal{M}_{\text {gap_att } \left._{\text {ini } i\rangle, \mid \text { out }}^{i}\right\rangle}(C) . \tag{20}
\end{equation*}
$$

Now, we explain how we define $\mathcal{M}_{\omega}$ for each $\omega \in\{$ Entangle, Superposition, Phasing, Bool $\}$. Following Definition 4.5, we should ideally collect modules $M \in \mathcal{M}_{\omega}$ to be $\operatorname{Att}_{|\psi\rangle}(M)=\omega$, where $|\psi\rangle$ is an input vector that will be used as input to modules $M$ (i.e., $|\psi\rangle=C\left|i n_{i}\right\rangle$ for some $\left.\left(\left|i n_{i}\right\rangle,\left|o u t_{i}\right\rangle\right) \in E\right)$. Formally, we have the following "ideal" goal: given $C$ and some input $\left|i n_{i}\right\rangle$ in $E$, collect $\mathcal{M}_{\omega}$ as follows:

$$
\mathcal{M}_{\omega} \stackrel{\text { goal }}{\approx}\left\{M \in \mathcal{M} \mid \operatorname{Att}_{C\left|i_{i}\right\rangle}(M)=\omega\right\} .
$$

However, it would be nontrivial to build modules $\mathcal{M}_{\omega}$ for every scenario where $|\psi\rangle$ could occur because $\operatorname{Att}_{|\psi\rangle}(M)=\omega$ holds depending on the specified $|\psi\rangle$. Instead, we want $M$ to have the
attribute $\omega$ in a manner that is independent of the input:

$$
\mathcal{M}_{\omega} \stackrel{\text { goal }}{\approx}\{M \in \mathcal{M} \mid \operatorname{Att}(M)=\omega\}
$$

where $\operatorname{Att}(M)$ is defined as follows :
Definition 4.18 (Input independent Attribute). For a module $M$ (or gate, unitary matrix etc. in general), its input-dependent attribute $\operatorname{Att}(M)$ is one of the following : for some classical state $|x\rangle$

- Entangle if $M|x\rangle \ominus|x\rangle=$ Entangle.
- Superposition if $M|x\rangle \ominus|x\rangle=$ Superposition.
- Phasing if for another classical state $|y\rangle, M|x\rangle=e^{i \theta}|y\rangle$ for $\theta \in(0,2 \pi)$.
- Bool if $M|x\rangle$ is also classical state (strict to global phase).

When there is overlap in the categorization, we prioritize using Entangle $>$ Superposition $>$ Phasing > Bool.

We define $\mathcal{M}_{\omega}$ based on our observation of typical module patterns for each $\omega$.
Preparation of $\mathcal{M}_{\text {Entangle }}$. Basically, module $M$ that includes gate $G$ of $\operatorname{Att}(G)=$ Entangle will be $\operatorname{Att}(M)=$ Entangle. We observed another major pattern that superpositioning gates and inseparable gate operations are frequently applied in series to induce entanglement. We say a gate is inseparable if it cannot be factored out into tensor products of smaller unitary matrices $V, W$ as $G=V \otimes W$ (e.g, CNOT is inseparable since $C N O T=|0\rangle\langle 0| \otimes I+|1\rangle\langle 1| \otimes X)$.

For example, consider the following circuit that induces entanglement in GHZ_from_100:


The module maps unentangled state $|100\rangle$ to entangled one $\frac{1}{\sqrt{2}}(|000\rangle-|111\rangle)$. This entangling module is consistent with what we have observed: it is composed of a single Hadamard gate ( $H$ ), which is a superpositioning gate, followed by a series of $C N O T$ gates that are inseparable.

The detailed definition of this pattern is as follows. Assume the circuit size is $N$ and the qubit register is $\mathbf{q}=\left\{q_{1}, . ., q_{N}\right\}$. Assume for the moment we are creating entanglement from a state that is completely unentangled (i.e., the partition is $\left\{\left\{q_{1}\right\}, . .,\left\{q_{N}\right\}\right\}$ ) to a state that is completely entangled (i.e., the partition is $\{\{q\}\}$ ). Then, applying $N-1$ inseparable gate operations will be sufficient if all inseparable gates are made of two qubits. Formally,

$$
\begin{aligned}
& \mathcal{M}_{\text {ENTANGLE }}^{\prime}=\left\{G_{i}^{s p}\left(\mathbf{q}_{1}^{s p}\right) ; \ldots ; G_{s}^{s p}\left(\mathbf{q}_{s}^{s p}\right) ; G_{1}^{i n s}\left(\mathbf{q}_{1}^{\text {ins }}\right) ; \ldots ; G_{N-1}^{\text {ins }}\left(\mathbf{q}_{N-1}^{i n s}\right)\right. \\
&\left.\mid \operatorname{Att}\left(G_{i}^{s p}\right)=S \mathrm{sp}, 1 \leq s \leq N, G_{j}^{\text {ins }} \text { is inseparable, } \mathbf{q}_{i}^{\text {sp }}, \mathbf{q}_{j}^{\text {ins }} \subseteq \mathbf{q}\right\}
\end{aligned}
$$

If inseparable gates with more than two qubits are allowed as component gates, fewer inseparable sequences will be necessary. Summing up, the final definition for $\mathcal{M}_{\text {Entangle }}$ is defined as

$$
\mathcal{M}_{\mathrm{Entangle}}=\left\{G_{1}\left(\mathbf{q}_{1}\right) ; . . ; G_{s}\left(\mathbf{q}_{\mathrm{s}}\right) \mid \exists j . \operatorname{Att}\left(G_{j}\right)=\text { Entangle, } 1 \leq s \leq k, 1 \leq j \leq s\right\} \cup \mathcal{M}_{\text {Entangle }}^{\prime}
$$

Preparation of $\mathcal{M}_{\boldsymbol{S} \boldsymbol{P}}$. For $\mathcal{M}_{\mathrm{SP}}$, we collect modules that include at least one gate of attribute Sp (or Entangle gates since they also induce change in superposition). This is an obvious choice for $\mathcal{M}_{\mathrm{SP}}$; if module $M$ is consisted only of Phasing and Bool, then its superposition status does not change and hence $\operatorname{Att}(M)=$ Phasing or Bool. For example, the following is a typical pattern:

Formally, $\mathcal{M}_{\mathrm{SP}_{\mathrm{P}}}$ is defined as follows:

$$
\mathcal{M}_{\mathrm{SP}}=\left\{G_{1}\left(\mathbf{q}_{1}\right) ; \ldots ; G_{s}\left(\mathbf{q}_{s}\right) \mid 1 \leq s \leq k, \exists j \cdot \operatorname{Att}\left(G_{j}\right)=\mathrm{SP}\right\}
$$

Preparation of $\mathcal{M}_{\text {Phasing }}$ and $\mathcal{M}_{\text {Bool }}$. Basically, modules that only have Bool and Phasing gates with at least one Phasing gate would cause $\operatorname{Att}(M)=$ Phasing. Similarly, modules that only include Bool gates will satisfy $\operatorname{Att}(M)=$ Bool. These two cases are formally defined as follows

$$
\begin{aligned}
\mathcal{M}_{\text {Phasing }}^{\prime} & =\left\{\begin{array}{l|l}
G_{1}\left(\mathbf{q}_{1}\right) ; \ldots ; G_{s}\left(\mathbf{q}_{s}\right) & \begin{array}{l}
\operatorname{Att}\left(G_{i}\right)=\text { Phasing or Bool for } 1 \leq i \leq s, \\
\exists j \text { s.t } \operatorname{Att}\left(G_{j}\right)=\text { PhASING, } \\
1 \leq s \leq k
\end{array}
\end{array}\right\} \\
\mathcal{M}_{\text {Bool }}^{\prime} & =\left\{G_{1}\left(\mathbf{q}_{1}\right) ; \ldots ; G_{s}\left(\mathbf{q}_{s}\right) \mid \operatorname{Att}\left(G_{j}\right)=\text { BooL, } 1 \leq j \leq s, 1 \leq s \leq k\right\}
\end{aligned}
$$

Additionally, modules of attributes Bool or Phasing are often generated by sandwiching them with two Sp gates. In this case, the front superposition gate sets up the input state to be represented in a transformed coordinate, and the end superposition gate restores the coordinate of the manipulated state.

For example, consider gate operation $M=H\left(q_{0}\right) ; X\left(q_{0}\right) ; H\left(q_{0}\right)$, assuming input state vector
 respectively. Hence, applying (first) hadamard $H\left(q_{0}\right)$ on input state $|+\rangle$, it is represented in the transformed coordinate as $H\left(q_{0}\right)|+\rangle=|0\rangle$. Then, we manipulate it by $X\left(q_{0}\right)$ which becomes $|1\rangle$. By the end superposition gate, which is also hadamard $H\left(q_{0}\right)$ it restores the coordinate so that $|1\rangle=\frac{1}{\sqrt{2}}(|+\rangle-|-\rangle)$ becomes $\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$. Evaluating $M$, we can see that it was indeed identical to $Z\left(q_{0}\right)$ and hence $\operatorname{Att}(M)=$ Phasing. Modules of this pattern can be prescribed as follows:

$$
\mathcal{M}^{*}=\left\{\begin{array}{l|l}
G_{1}\left(\mathbf{q}_{1}\right) ; \ldots ; G_{s}\left(\mathbf{q}_{s}\right) & \begin{array}{l}
\operatorname{Att}\left(G_{1}\right), \operatorname{Att}\left(G_{s}\right)=\operatorname{SupERPOSITION}, \mathbf{q}_{1}=\mathbf{q}_{s} \\
\operatorname{Att}\left(G_{j}\right)=\text { Bool or Phasing and } \\
\mathbf{q}_{j} \cap \mathbf{q}_{1} \neq \emptyset \text { for } 2 \leq j \leq s-1(\text { if } s \geq 3), \\
2 \leq s \leq k
\end{array}
\end{array}\right\}
$$

For example, the following circuit has attribute Phasing:

and the following circuits are of attribute Bool:


Note that all modules consist of two Sp gates at the front and end, and some Bool, Phasing gates exist between them.

Summing up, the final definitions for $\mathcal{M}_{\text {Bool }}$ and $\mathcal{M}_{\text {phasing }}$ are

$$
\mathcal{M}_{\text {Phasing }}=\mathcal{M}_{\text {Phasing }}^{\prime} \cup \mathcal{M}^{*}, \quad \mathcal{M}_{\text {Bool }}=\mathcal{M}_{\text {Bool }}^{\prime} \cup \mathcal{M}^{*} .
$$

Module Length. In our implementation, we generated modules of lengths up to $k=N$ (where $N$ is the number of qubits), allowing more complex modules to be generated for circuits of larger qubit registers. As an exception, for $\mathcal{M}_{\text {Entangle }}$, we set $k=N+(N-1)$ ( $N$ for superposition and ( $N-1$ ) for the sequence of inseparables) to capture the patterns described by $\mathcal{M}_{\text {Entangle }}^{\prime}$.

### 4.5 Complexity of Our Synthesis Algorithm

In this section, we analyze the time complexity of our synthesis algorithm (Algorithm 1). The runtime of the single iteration of the outer loop (lines 3-10 in Algorithm 1) is proportional to

$$
\left|\mathcal{M}_{k}\right| \times(\operatorname{cost}(\ominus) \times|E|)
$$

where

- $\mathcal{M}_{k}$ is the set of modules given in (18), an upper bound of $\mathcal{M}_{C, E}$ used at line 5 of the algorithm,
- $|E|$ is the number of input-output examples (which is bounded as $|E| \leq 2^{N}$ ), and
- $\cos t(\ominus)$ denotes the cost of computing attribute difference (i.e, the $\ominus$ operator), which is invoked $|E|$ times when evaluating is_gap_filled at line 6.
Note that $\mathcal{M}_{k}$ depends on $N$ (the number of qubits) and $\mathcal{G}$ (the set of component gates) as shown in (18). $\cos t(\theta)$ is an expensive operation whose worst-case runtime is a double exponential function in the number of qubits $(N)$. This is because it requires checking the existence of some permutation when computing the attribute difference for the Bool, Phasing, and Sp cases. However, since state vectors are mostly sparse, we observed the worst-case behavior is unlikely to occur in practice.


## 5 EVALUATION

In this section, we demonstrate the effectiveness of our synthesis algorithm.

### 5.1 Setup

To show the effectiveness, we evaluate and compare the following four variants of our algorithm:

- Base: A gate-level (not module-level) BFS-based enumerative synthesizer that prunes out identity gate sequences, $G_{1}\left(\mathbf{q}_{1}\right), G_{2}\left(\mathbf{q}_{2}\right), \ldots, G_{n}\left(\mathbf{q}_{n}\right)$ such that $\prod_{i=1}^{n} G_{i}\left(\mathbf{q}_{i}\right)=I$.
- Base ${ }_{n o \_p r u n e: ~ B a s e ~ w i t h o u t ~ p r u n i n g . ~ T h i s ~ i s ~ i n c l u d e d ~ t o ~ c h e c k ~ t h a t ~ B a s e ~ i s ~ n o t ~ v e r y ~ w e a k . ~}^{\text {B }}$
- Ours: The proposed module-level synthesizer with the optimized version of our pruning method (is_gap_filled ${ }^{\text {opt }}$ in Section 4).
- Ours ${ }_{n o \_p r u n e}$ : Ours without pruning (module-level search without pruning).

All experiments were carried out on an iMac with an Intel Core i5 processor ( 3.3 GHz ).
Benchmarks. We collected 17 benchmark problems from various sources: online quantum programming exercises ${ }^{1}$, textbook [Nielsen and Chuang 2011], online forum ${ }^{2}$, and previous work on specific circuit construction [Draper 2000; Mastriani 2021; Neeley et al. 2010]. Table 1 shows the description of benchmarks, including input-output specifications and component gates used in experiments. Table 2 shows the solution circuits for each problem; to our knowledge, they are minimal in the number of provided gates.

### 5.2 Results

Table 3 reports the evaluation results. The results show that our module-level algorithm substantially improves the baseline, the gate-level synthesis method. Within a time limit of 3,600 seconds, Ours successfully synthesized 16 circuits out of 17 , with an average synthesis time of 96.6 seconds. Among them, 11 circuits were synthesized in less than 10 seconds. Base, on the other hand, solved 10 out of 17 problems in an average time of 639.1 seconds. The overall speed-up for the 10 problems commonly solved by Ours and Base was 20.3x.

[^1]Table 1. Benchmark problems used in evaluation, where $G_{\frac{p}{q}}$ denotes $\left(\begin{array}{cc}\sqrt{p / q} & -\sqrt{1-(p / q)} \\ \sqrt{1-(p / q)} & \sqrt{(p / q)}\end{array}\right)$ [Cruz et al. 2019].

| ID | Problem description and input-output specification | Component Gates |
| :---: | :---: | :---: |
| three_superpose | Prepare a 3-equal superposition of a 2-qubit state as $\|00\rangle \mapsto \frac{1}{\sqrt{3}}(\|00\rangle+\|10\rangle+\|01\rangle)$ [SE 2018a]. | $G_{\frac{1}{3}}, C H, X$ |
| M_valued | Prepare a state $\frac{1}{\sqrt{2}}\left(\|0\rangle+\frac{1}{\sqrt{M}} \sum_{j=1}^{M}\|j\rangle\right)$ for $M=4$ [SE 2018b]. | H, CH, CNOT |
| GHZ_from_100 | Prepare as $G H Z,\|100\rangle \mapsto\|G H Z\rangle$, with restricted gates H, CNOT [SE 2020c]. | H,CNOT |
| GHZ_by_iSWAP | Prepare $G H Z,\|000\rangle \mapsto\|G H Z\rangle$, using iSWAP and specific rotations [Neeley et al. 2010]. | iSWAP, $R_{x}\left(-\frac{\pi}{2}\right), R_{y}\left(\frac{\pi}{2}\right)$ |
| GHZ_by_QFT | Prepare as $\|000\rangle \mapsto\|G H Z\rangle$ specifically with $Q F T$ operations [Mastriani 2021] (note that 1-qubit $Q F T$ is $H$ ). | H, QFT |
| GHZ_Game | Prepare a state used in $G H Z$ game as $\|000\rangle \mapsto \frac{1}{2}(\|000\rangle-\|011\rangle-\|101\rangle-\|110\rangle)$ [QK 2022b]. | $H, X, C Z$ |
| W_orthog | Prepare 3-qubit state orthogonal to $W$-state [Dür et al. 2000] as : $\|000\rangle \mapsto \frac{1}{\sqrt{3}}(\|001\rangle-\|010\rangle+\|111\rangle)$ [SE 2020a]. | $\begin{aligned} & G_{\frac{1}{3}}, C H, \\ & C N O T, X \end{aligned}$ |
| W_phased | Prepare 3-qubit $W$ state with specific phases. 3-qubit version [QK 2022c]: $\|000\rangle \mapsto \frac{1}{\sqrt{3}}\left(\|001\rangle+\omega\|010\rangle+\omega^{2}\|100\rangle\right)$ for $\omega=e^{\frac{2}{3} \pi i}$ | $\begin{aligned} & G_{\frac{1}{3}}, C H, \\ & \text { CNOT, } Z^{\frac{2}{3}}, X \end{aligned}$ |
| W_four | Prepare 4-qubit W state: $\|0000\rangle \mapsto \frac{1}{2}(\|0001\rangle+\|0010\rangle+\|0100\rangle+\|1000\rangle)$ [McClung 2020] | H, NCNCNOT <br> TOFFOLI, CX |
| cluster | Prepare a graph state [Hein et al. 2004]: $\|0000\rangle \mapsto \frac{1}{2}(\|0000\rangle+\|0011\rangle+\|1100\rangle-\|1111\rangle)$. Inspired from question about understanding the circuit [SE 2020b]. | $H, C Z$ |
| bit_measure | Prepare a state of equal position, where the numbers of 1 s in the first two bits and the last two bits are the same [SE 2018d]: $\|0000\rangle \mapsto \frac{1}{\sqrt{6}}(\|0000\rangle+\|0101\rangle+\|0110\rangle+\|1001\rangle+\|1010\rangle+\|1111\rangle)$ | $G_{\frac{1}{3}}, C H, X$ <br> CNOT,TOFFOLI |
| flip | Implement bit flip code using $H, C Z$ : for binary string state $\left\|b_{1} b_{2} b_{3}\right\rangle\left(b_{i} \in\{0,1\}\right)$, if $b_{1}=1,\left\|1 b_{2} b_{3}\right\rangle \mapsto\left\|1 \neg b_{2} \neg b_{3}\right\rangle$, o.w identical map [SE 2019] | $H, C Z$ |
| teleportation | Implement quantum teleportation. <br> Motivated from question on StackExchange (see [SE 2018c] for provided input-output examples). | H, CNOT |
| indexed_bell | Indexed by first two qubits, prepare last two qubits to be in one of four Bell states [QK 2022a]: $\|0000\rangle \mapsto\|00\rangle\left\|\Phi^{+}\right\rangle,\|0100\rangle \mapsto\|01\rangle\left\|\Phi^{-}\right\rangle,\|1000\rangle \mapsto\|10\rangle\left\|\Psi^{+}\right\rangle,\|1100\rangle \mapsto\|11\rangle\left\|\Psi^{-}\right\rangle$ | H, CNOT, CZ |
| toffoli_by_ $\sqrt{X}$ | Implement the Toffoli gate with controlled- $\sqrt{X}$ gates [Nielsen and Chuang 2011]: binary string state $\left\|b_{1} b_{2} b_{3}\right\rangle,\left\|11 b_{3}\right\rangle \mapsto\left\|11 \neg b_{3}\right\rangle$ o.w identical map | $C \sqrt{X}, C \sqrt{X}^{-1}$, CNOT |
| QFT | Implement Quantum Fourier Transformation(QFT) [Coppersmith 2002]: for 3-qubit binary state $\|x\rangle,\|x\rangle \mapsto \frac{1}{\sqrt{8}} \sum_{y=0}^{7} e^{\frac{2 \pi i y x}{\delta}}\|y\rangle$ | H, CS, CT, SWAP |
| draper | Implement Draper Adder [Draper 2000]: <br> for 2-bit binary $a=a_{2} a_{1}, b=b_{2} b_{1},\left\|b_{2} b_{1}\right\rangle\left\|a_{2} a_{1}\right\rangle \mapsto\left\|b_{2} b_{1}\right\rangle\|(a+b) \bmod 4\rangle$ | $\begin{aligned} & C Z, C S \\ & Q F T, Q F T^{\dagger} \end{aligned}$ |

The results also show that our module-level pruning contributed significantly to the speed up. To show the pruning's effectiveness, we compared Ours with Ours ${ }_{n o \_p r u n e}$. Overall, Ours ${ }_{n o \_p r u n e}$ succeeded to solve 14 out of 17 problems with an average time of 687.5 seconds. Ours, on the other hand, solved those 14 problems in an average time of 94.6 seconds ( 7.3 x speed up).

### 5.3 Discussion

Modularization. We observed that quantum circuits often have a strictly decreasing modular decomposition. All the state preparation problems were solvable with such modularization, so that

Table 2. Solution circuits for the problems in Table 1. Circuits are in the (known) minimal forms.

| Type | ID | Circuit | ID | Circuit |
| :---: | :---: | :---: | :---: | :---: |
| State <br> Preparation | three_superpose |  | M_valued |  |
|  | GHZ_from_100 |  | GHZ_by_iSWAP |  |
|  | GHZ_by_QFT |  | GHZ_Game |  |
|  | W_orthog |  | W_phased |  |
|  | W_four |  | cluster |  |
|  | bit_measure |  |  |  |
| Multi IO | flip |  | teleportation |  |
|  | draper |  | toffoli_by_ $\sqrt{X}$ |  |
|  | QFT |  | indexed_bell |  |

solution modules can be soundly captured by our pruning method, as Theorem 4.16 supports. For example, cluster was synthesized by stacking modules in Figure 6e: $M_{1}$ is a module of attribute Entangle, $M_{2}$ is of attribute Superposition, and $M_{3}$ is of attribute Bool. By Proposition 4.11, we can check that this modularization is indeed strictly decreasing: Entangle > Superposition > Bool.

Another interesting case was the circuit that our algorithm found for QFT (Figure 6g). We note that it is not possible to find a proper modularization (that might pass (6)) by arbitrary slicing of QFT circuit in Table 2. However, our algorithm found that a proper modularization exists, as given in Figure 6g: for all inputs in the specification ( $E$ ), $M_{1}$ fills the gap of $\mathrm{Sp}_{\mathrm{p}}, M_{2}, M_{3}, M_{4}$ sequentially fill the gap of Phasing, and the last $M_{5}$ changes in permutation, filling the gap of Bool. Also, note

Table 3. Evaluation results. Synthesis time is given in seconds for each variant of our algorithm. $\perp$ denotes time out (3600s). - denotes N/A. Spd-up : speed up in synthesis time of Ours over Base. \#S : the number of gates in solution circuits at Table 2. \#O: the number of gates in the circuit synthesized by Ours. Numbers in parentheses denotes the number of gates after post-processing (which applies trivial equality reduction). \#M: the number of modules generated by Ours.

| ID | Base $_{\text {no_prune }}$ | Base | Ours $_{\text {no_prune }}$ | Ours | Spd-up | \#S | \#O | \#M |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| three_superpose | 0.14 | 0.12 | 0.12 | 0.09 | 1 x | 3 | 3 | 2 |
| M_valued | 1764.75 | 1126.79 | 666.25 | 3.89 | 290x | 6 | 7 | 3 |
| GHZ_from_100 | 106.81 | 48.16 | $\perp$ | 0.47 | 102 x | 6 | 6 | 2 |
| GHZ_by_iSWAP | $\perp$ | $\perp$ | 690.67 | 2.19 | - | 8 | 8 | 2 |
| GHZ_by_QFT | 116.90 | 101.65 | 101.17 | 39.26 | 3 x | 5 | 7 | 2 |
| GHZ_Game | $\perp$ | 2305.71 | 4.51 | 0.57 | 4058 x | 8 | 8 | 2 |
| W_orthog | 2927.20 | 2075.06 | 248.23 | 2.43 | 854 x | 6 | 8 | 3 |
| W_phased | $\perp$ | $\perp$ | 258.56 | 5.43 | - | 7 | 7 | 3 |
| W_four | $\perp$ | $\perp$ | 2851.10 | 254.88 | - | 6 | 7 | 2 |
| cluster | $\perp$ | $\perp$ | 3560.38 | 8.91 | - | 9 | 13 | 3 |
| bit_measure | $\perp$ | $\perp$ | $\perp$ | $\perp$ | - | 13 | - | - |
| flip | 18.56 | 3.95 | 0.76 | 0.83 | $5 x$ | 6 | 6 | 2 |
| teleportation | 2.02 | 1.30 | 1.35 | 1.35 | 1 x | 4 | 4 | 2 |
| indexed_bell | 14.67 | 11.66 | 1.60 | 1.52 | 8 x | 4 | 4 | 2 |
| toffoli_by_ $\sqrt{X}$ | 956.29 | 716.28 | 306.10 | 264.66 | 3 x | 5 | 5 | 2 |
| QFT | $\perp$ | $\perp$ | $\perp$ | 220.87 | - | 7 | $13(7)$ | 5 |
| draper | $\perp$ | $\perp$ | 933.47 | 737.99 | - | 5 | $7(5)$ | 2 |
| Avg. (excluding $\perp /-)$ | 656.37 | 639.07 | 687.45 | 96.58 | $20 x$ |  |  |  |

that our modular representation involves more gate operations than the ideal solution (7 vs. 13), the number of gates can be easily reduced by applying known identities such as $H^{2}=I$. After this post-processing, we obtain the same circuit presented in Table 2.

Similarly, the solution circuit for draper in Table 2 does not give a proper modularization, yet our algorithm could successfully find one as presented in Figure 6f. Also, note that the circuit in Figure of becomes equivalent to the solution circuit in Table 2 once we apply $Q F T^{\dagger} Q F T=I$.

Comparison with Compilation. As discussed in Section 1, our synthesizer aims to construct high-level circuits in terms of user-supplied component gates. On the other hand, existing compilers (e.g., qiskit-transpiler) produce low-level circuits in terms of a fixed set of primitive gate sets (e.g., $\left\{U_{3}, C N O T\right\}$ ). For example, consider the problem cluster. The circuit compiled by qiskittranspiler is shown in Figure 7. Note that this circuit is difficult to read as it involves 43 gate operations and includes uninterpretable gate terms such as $U_{3}(\pi / 2,1.177,-\pi)$; programmers would not be able to understand how it works on input state vectors. Our synthesizer, on the other hand, produced a much smaller circuit in Figure 6e, when component set $\{H, C Z\}$ is given. QFT is another example. The circuit compiled by qiskit-transpiler is presented in Figure 8 and consists of 78 gates. By contrast, our algorithm found a circuit of size 7 (after post-processing) as presented in Figure 6 g .


(d) W_four

(e) cluster

(f) draper

(g) QFT

Fig. 6. Circuit synthesized by Ours. Shown only when they differ from solutions in Table 2. Dotted lines marks stacked modules in circuit synthesis. $Q F T_{*}$ denotes application of $Q F T$ in reversed qubit order (i.e, $\left.Q F T_{*}(a, b)=Q F T(b, a)\right)$.


Fig. 7. Quantum circuit for cluster generated by qiskit-transpiler


Fig. 8. Quantum circuit for QFT generated by qiskit-transpiler

### 5.4 Limitations and Future Work

During the evaluation, we identified limitations and future work as follows.

Difficulty of Inferring Component Gates. To use our method, users need to provide component gates suitable for each synthesis problem, which can be nontrivial in general. For example, without any prior knowledge, it is nontrivial to infer $\{H, C S, C T, S W A P\}$ for QFT.

According to our experience, however, providing the right set of components was frequently not difficult and much easier than the synthesis problem itself. For example, component gates were sometimes already specified in the problem description itself, e.g., GHZ_from_100 ("Prepare the GHZ state using H and CNOT?"), and in this case, no additional effort for inferring components was needed. Also, it is trivial to infer components for the problem GHZ_by_QFT ("Prepare GHZ using QFT"), which directly specifies the component gate (QFT).

Even when component gates are not given a priori, we could sometimes assume proper component gates without much difficulty. For example, consider the problem W_phased, where the input-output specification is given as $|000\rangle \mapsto \frac{1}{\sqrt{3}}\left(|001\rangle+\omega|010\rangle+\omega^{2}|100\rangle\right.$ ) (where let $\omega=e^{\frac{2}{3} \pi i}$ ). The required component gates in this case are $\left\{G_{\frac{1}{3}}, C H, C N O T, X, Z^{\frac{2}{3}}\right\}$. Inferring the gate $G_{\frac{1}{3}}$ from the inputoutput specification is not difficult because the specification says that we must introduce the amplitude $\frac{1}{\sqrt{3}}: G_{\frac{1}{3}}|0\rangle=\frac{1}{\sqrt{3}}|0\rangle+\sqrt{\frac{2}{3}}|1\rangle$. Deducing $Z^{\frac{2}{3}}$ is also possible because it is the phasing operation for $\omega: Z^{\frac{2}{3}}(|0\rangle+|1\rangle)=(|0\rangle+\omega|1\rangle)$. The choice of $\{C N O T, X\}$ is common as they are frequently used to implement permutations. Also, CH is a well-known gate to introduce superposition. However, note that finding the solution circuit remains still challenging even when we know these components in advance.

Scalability. Our modular method failed in synthesizing bit_measure within 3,600 seconds. One possible modular representation of bit_measure that our method could find is the following:

where modules $M_{1}$ and $M_{2}$ have attributes Entangle and Bool, respectively. However, in order to find such a solution, the set $\mathcal{M}$ of candidate modules should include substantially large and complex modules with size 5 and various inseparable gates ( $C H, C N O T$, TOFFOLI), which increases the number of candidate modules substantially. To address this issue, a more effective method for module generation would be required.

Circuits without Decreasing Modularization. The "decreasing modularization" property, which is the core condition for our synthesis algorithm to be sound, depends on how the set of modules $\left(\mathcal{M}_{\omega}\right)$ is configured. So, the circuits that are not amenable to our approach are characterized by the set $\mathcal{M}_{\omega}$. For example, when $\mathcal{M}_{\omega}$ contains all the possible modules, all circuits have the "decreasing modularization" property and are amenable to our method. When $\mathcal{M}_{\omega}$ does not contain all modules, like ours used in the evaluation, some circuits may not have the property. Although our choice for $\mathcal{M}_{\omega}$ was expressive enough to capture the desired strict decreasing modularizations for benchmarks in Table 1, there exist exceptional cases. For example, consider the problem of synthesizing a circuit satisfying $|00\rangle \mapsto|+\rangle|1\rangle$ with component gates $\mathcal{G}=\left\{H, X^{1 / 3}\right\}$. In this case, the solution circuit will be

$$
H\left(q_{0}\right) ; X^{1 / 3}\left(q_{1}\right) ; X^{1 / 3}\left(q_{1}\right) ; X^{1 / 3}\left(q_{1}\right) .
$$

Ideally, the solution circuit may have decreasing modularization by two modules; $M_{1}=H\left(q_{0}\right)$ of attribute Sp and $M_{2}=X^{1 / 3}\left(q_{1}\right) ; X^{1 / 3}\left(q_{1}\right) ; X^{1 / 3}\left(q_{1}\right)$ of attribute Bool. However, by our definition of $\mathcal{M}_{\text {Bool }}, M_{2}$ cannot be captured, hence the solution circuit does not satisfy the decreasing modularization property. As future work, to handle this issue a more thorough definition for each $\mathcal{M}_{\omega}$ should be considered (for example, considering $\mathcal{G}$-adaptive definition for $\mathcal{M}_{\omega}$ ).

## 6 RELATED WORKS

Quantum Circuit Synthesis. A large amount of research has been conducted on quantum circuit synthesis, known as unitary synthesis [Davis et al. 2019, 2020; Goubault de Brugière et al. 2020; Iten et al. 2016; Möttönen et al. 2004; Ross 2015; Shende et al. 2006; Smith et al. 2022; Tucci 2005; Younis et al. 2020]. One major approach is matrix decomposition, which recursively decomposes the provided unitary matrix into smaller matrices until they reach primitive gates. For example, Cartan's KAK decomposition [Tucci 2005] factorizes a 2-qubit unitary $U \in S U(4)$ into a non-local unitary matrix sandwiched by several local unitary matrices. More generally, Shende et al. [2006] introduced Quantum Shanon Decomposition, which is popular for reducing the CNOT counts. Most of these matrix decomposition methods are complete: for any unitary matrix $U$, they are guaranteed to synthesize a circuit implementing $U$ with an arbitrarily small error $\epsilon$. Another approach to unitary synthesis is to parameterize circuits over (continuous) parameters of gates and then use numerical optimization [Davis et al. 2019, 2020; Smith et al. 2022; Younis et al. 2020].

Existing work on unitary synthesis differs from ours. The goal of unitary synthesis is to generate circuits with a fixed set of low-level gates (e.g., $C N O T+U_{3}$ ). In contrast, our method works for any discrete gate sets including high-level ones such as QFT and various controlled operations. Also, circuits resulting from unitary synthesis methods often suffer from large sizes (the number of gates, e.g., Figure 8), low fidelity, etc.

Recently, Paradis et al. [2021] presented a technique for automatically synthesizing uncomputation routines. This is also a different problem from ours; we aim to generate a quantum circuit in general that satisfies user-provided input-output specification while the focus of Paradis et al. [2021] is on synthesizing task-specific routines for uncomputation.

Program Synthesis. Our technique is an example of enumerative program synthesizers [Feser et al. 2015; Lee 2021; Osera and Zdancewic 2015; So and Oh 2017; Udupa et al. 2013; Wang et al. 2017], which have been used to synthesize SQL queries [Wang et al. 2017], functional data transformers [Feser et al. 2015], distributed protocols [Udupa et al. 2013], imperative programs [So and Oh 2017], etc. These techniques are typically used with search-space pruning based on, for example, abstract interpretation [So and Oh 2017; Wang et al. 2017], deduction [Feser et al. 2015], and types [Osera and Zdancewic 2015]. In this paper, we present domain-specific search and pruning techniques for synthesizing quantum circuits.

Component-based synthesis is also well-known in the literature, e.g., synthesizing bit-vector programs [Jha et al. 2010] API sequences [Feng et al. 2017b], and data wrangling scripts [Feng et al. 2017a]. In this paper, we apply the method to the domain of quantum circuits.

Quantum Programming Languages. As abstractions of quantum circuits, several quantum programming languages have been released [Aleksandrowicz et al. 2019; Bichsel et al. 2020; Developers 2022; Green et al. 2013; Svore et al. 2018; Yuan and Carbin 2022]. These languages provide high-level environments for quantum programming. As future work, our work could be extended to synthesize quantum programs in these languages.

## 7 CONCLUSION

Despite the enormous potential of quantum computers, writing quantum programs and algorithms is known to be notoriously difficult. In this paper, we suggested to address this problem with a method that automatically synthesizes quantum circuits from user-provided examples and component gates. We presented a quantum-specific algorithm for module-level enumerative search and pruning, and showed that this module-based approach is significantly faster than a gate-level synthesizer on a variety of synthesis tasks.
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