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Abstract—In this paper, we present a technique for learning seed-adaptive mutation strategies for fuzzers. The performance of mutation-based fuzzers highly depends on the mutation strategy that specifies the probability distribution of selecting mutation methods. As a result, developing an effective mutation strategy has received much attention recently, and program-adaptive techniques, which observe the behavior of the target program to learn the optimized mutation strategy per program, have become a trending approach to achieve better performance. They, however, still have a major limitation; they disregard the impacts of different characteristics of seed inputs which can lead to explore deeper program locations. To address this limitation, we present SEAMFUZZ, a novel fuzzing technique that automatically captures the characteristics of individual seed inputs and applies different mutation strategies for different seed inputs. By capturing the syntactic and semantic similarities between seed inputs, SEAMFUZZ clusters them into proper groups and learns effective mutation strategies tailored for each seed cluster by using the customized Thompson sampling algorithm. Experimental results show that SEAMFUZZ improves both the path-discovering and bug-finding abilities of state-of-the-art fuzzers on real-world programs.

I. INTRODUCTION

Mutation-based greybox fuzzing is one of the most popular techniques for finding software vulnerabilities [4], [31], [34], [3], [14]. Without any prior knowledge on the target program, greybox fuzzing can generate a huge number of test-cases by repeating the following three steps: seed selection, seed mutation, and execution. Taking as input a target program and a seed corpus, it selects a seed input to be mutated, generates test-cases by mutating the selected seed input in various ways, and executes the target program with those generated mutants. By repeating these steps, mutation-based fuzzers can automatically test the target program with numerous different test-cases in order to explore deeper program locations and detect vulnerabilities.

The performance of greybox fuzzers heavily depends on the mutation strategy. In general, mutation-based fuzzing tools [49], [41], [34], [12] maintain a set of predefined mutation methods that specify where to mutate and how to mutate. These tools also have their own decision-making strategies on selecting the mutation methods for test-case generation, so-called mutation strategy. As test-cases are generated by mutating the seed input, the mutation strategy is critical for the performance of fuzzers and therefore many techniques have been proposed to improve its effectiveness. AFL [49], for example, includes various types of mutation operators (e.g., 1-bit flipping, addition with random value, and bytes replacement) and selects them randomly to generate test-cases. VUZZER [34] has two mutation methods, namely crossover and mutation, and chooses them with a fixed probability.

Existing Approaches. Recently, program-adaptive mutation strategies [28], [20], [46], [23], [6], [47] have been spotlighted as state-of-the-art techniques for mutation-based fuzzers. Even with significant effort on improving the mutation strategy, existing program-agnostic fuzzers such as AFL [49], HONGFUZZ [41], and VUZZER [34] only follow a fixed and pre-defined probability distribution to select mutation methods regardless of the target program, which potentially degrades the overall fuzzing performance. The program-adaptive approach aims to overcome this limitation by learning a probability distribution of selecting mutation methods optimized for each target program. Notably, MOPT [28] is the current state-of-the-art technique that can adaptively find an optimal mutation strategy during the fuzzing process by employing a learning algorithm based on particle swarm optimization.

Those program-adaptive techniques, however, have a major shortcoming; they aim to learn the effective mutation strategies regarding to only the target program, yet disregard the impacts of different characteristics of each seed input. Since the program-adaptive approaches primarily observe the behaviors triggered by the characteristics shared over the majority of seed inputs, they often miss the individual characteristics of each seed input which differ from the majority. These differences, however, often play a key role in satisfying specific conditions of the program to reach the deep-seated program locations. Hence, capturing and maintaining the differences of each seed input are inevitably important in fuzzing to penetrate deeper program locations and find subtle bugs.

SEAMFUZZ. In this paper, we present SEAMFUZZ, a grey-box fuzzer with a novel seed-adaptive mutation strategy. Unlike the program-adaptive techniques such as MOPT [28], SEAMFUZZ aims to capture individual characteristics of seed inputs and apply different mutation strategies for different seed inputs. The main technical challenge to achieve this goal is how to effectively learn and maintain multiple probability distributions that are associated with different seed inputs. In this paper, we address this challenge with two algorithms: a clustering algorithm and an online learning algorithm. SEAMFUZZ clusters seed inputs into groups based on their...
syntactic and semantic properties and learns online different probability distribution of selecting mutation methods per seed cluster by leveraging a variant of Thompson sampling [1]. The learned probability distribution associated with each cluster is used to sample effective mutation methods when mutating the seed inputs that belong to the cluster.

The experimental results show that SEAMFUZZ significantly improves the performance of existing state-of-the-art mutation-based fuzzers, AFL++ [12] and MOPT [28]. We have implemented SEAMFUZZ and evaluated its effectiveness on 14 real-world programs with a total size of 6.8 millions of lines of code in comparison with AFL++ and MOPT. On bug-detection ability, SEAMFUZZ successfully found 27 unique bugs with crash types and states which AFL++ and MOPT totally failed to detect, and generated 56.4% and 57.1% more crash inputs compared to AFL++ and MOPT on average, respectively. In terms of branch coverage, SEAMFUZZ covered 5.6% and 7.7% more branches than AFL++ and MOPT, respectively. The experimental results also show that our clustering algorithm for assigning each seed to proper groups and our variant of Thompson sampling for learning effective mutation strategy are essential for enhancing the overall performance of fuzzer.

**Contributions.** We summarize our contributions below:

- We present a new seed-adaptive approach for mutation-based fuzzing. To our knowledge, SEAMFUZZ is the first work that raises the need for the transition from the program-adaptive approaches [28], [20], [46], [23], [6] to seed-adaptive approaches for selecting effective mutation methods.
- We present an effective algorithm for learning seed-adaptive mutation strategies. The key idea is to cluster the seed inputs into proper groups based on syntactic/semantic characteristics and learn different probability distributions of selecting mutation methods for each seed cluster by customizing the Thompson sampling algorithm.
- We demonstrate the effectiveness of SEAMFUZZ by evaluating it on 14 programs and comparing its performance with the current state-of-the-art program-adaptive fuzzer. We make our tool, SEAMFUZZ, open-sourced and all the benchmarks publicly available.\(^1\)

I. PRELIMINARIES

We provide background necessary to develop our technique.

A. Mutation-based Fuzzing

In general, mutation-based greybox fuzzers are comprised of the three components as shown in Figure 1: selection, mutation, and execution. The first two components, seed selection and seed mutation, especially have major impacts on the performance of fuzzing. Hence, each mutation-based greybox fuzzer has its own strategies for them, namely seed selection strategy and seed mutation strategy, to maximize its performance.

\(^1\)SEAMFUZZ: https://github.com/kupl/SeamFuzz-public
input $s$. For example, let us assume that the seed input $s$ has the size of 2 bytes (16 bits) and $M$ is as follows:

$$s = \langle 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 \rangle,$$

$$M = \langle (\text{flip}_{1\text{bit}}, 1), (\text{flip}_{2\text{bits}}, 10) \rangle$$

where the seed input $s$ is expressed as a string of bits and each element of $M$ represents the selected mutation method $m$ (i.e., a pair of op and loc). With this $M$, AFL flips the first bit of $s$ (i.e., 0 to 1) and the consecutive two bits from the 10-th position (i.e., 10 to 01) to generate a new test-case $s'$ (“1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1”).

Using the newly generated test-case $s'$ as an input, AFL executes the target program $pgm$ as shown at line 8 in Algorithm 1. $s'$ is accumulated to the seed input corpus $I$ if it covers a new execution path or makes a program crash. In this paper, we refer to these test-cases as interesting test-cases. AFL repeats these steps until it generates and tests $n$ test-cases. Undoubtedly, the methodology for formulating the mutation methods $M$, the mutation strategy, greatly affects the performance of fuzzing tools.

**Limitation.** Traditional program-agnostic fuzzers such as AFL totally rely on the randomness of selecting mutation methods for test-case generation, which is a major shortcoming preventing optimal performance. It is well-known that AFL can generate enormous number of test-cases within a reasonable time (e.g., 96 millions of test-cases generated in 3 days) for any types of testing program. It, however, shows low efficiency of generating meaningful test-cases, which lead to unexplored program locations, due to its inherent randomness.

In order to improve the efficiency and the performance of mutation-based fuzzers, the program-adaptive approaches, notably MOPt [28], have become a trending approach, which aims to control the probability distribution for selecting mutation methods with respect to the target program. However, they tune the mutation strategy with respect to the testing program, missing the opportunity of leveraging the different characteristics of distinct seed inputs. We experimentally observed that some seed inputs can be effectively mutated for penetrating into deeper program locations or triggering program crashes if it follows a certain probability distribution far from the one learned on a target program. This observation motivated us to develop a new technique which automatically applies the proper probability distribution of choosing mutation methods to different seed inputs.

### III. OUR TECHNIQUE

In this section, we present our technique for automatically learning optimized probability distributions of choosing effective mutation methods regarding to each seed input. A naive approach to achieve this goal would be to learn probability distributions for all seed inputs individually. In practice, however, this simple approach is not appropriate to test real-world programs as we demonstrate in Section IV-D. This is because the number of seed inputs maintained during fuzzing is typically tens of thousands, so there is little chance that the individual probabilities learned for each input are reused. To address this challenge, our algorithm comprises of two key components: seed cluster and probability learner.

#### A. Overview of SEAMFUZZ

Let us first briefly explain how our approach works. Figure 2 illustrates the workflow of SEAMFUZZ. SEAMFUZZ comprises two more phases compared to the traditional mutation-based fuzzing tool: (1) **seed cluster** which clusters the seed input into the seed group with the similar characteristics (Section III-B) and (2) **probability learner** that learns the probability distribution of selecting effective mutation methods tailored for each seed group (Section III-C).

**Overall Algorithm.** We now explain how SEAMFUZZ works by following Algorithm 2 step by step. SEAMFUZZ first initializes the set $Crash$ of error-triggering inputs and the set $G$ of seed group information to empty sets at lines 2–3 of Algorithm 2. Then, SEAMFUZZ selects a seed input $s$ from seed input corpus $I$. At line 7, the function $\text{Cluster}$ identifies the seed group to which the selected seed input $s$ belongs, and returns the corresponding group $g$, a quintuple $(s_{id}, S, P_{id}, D_{g}, D_{h})$. Each component in a quintuple will be discussed in Section III-B and Section III-C. Before sampling mutation methods for a test-case generation, SEAMFUZZ determines whether to follow the learned probability $P_{id}$ (exploit) or the random probability $P_{r}$ (explore) at line 11. Since the balance between exploitation and exploration affects...
greatly on the performance, we, based on trial and error, set the probability for exploitation and exploration to be 70% and 30%, respectively (i.e., the value of $\epsilon$ at line 11 is 0.7). SEAMFUZZ follows the selected probability distribution $P$ to select the effective mutation methods $M$ for mutating the seed input $s$ at line 12, and then it executes the program $pgm$ with the new test-case $s'$ generated by $M$. For each test-case execution at line 14, SEAMFUZZ accumulates the useful data, where the data is later used to update the probability distribution $P_{id}$ optimized for the seed group $g$ in the LEARN function at line 15. By the iterative interaction between CLUSTER and LEARN, SEAMFUZZ is able to learn the sampling probability to choose useful mutation methods optimized for the seed group.

B. Seed Cluster

Given a seed input $s$ and a set $G$ of seed groups, the goal of seed cluster is to cluster the selected seed input $s$ into the appropriate seed group with the similar characteristics. To achieve this goal, we define similarity score, denoted $\text{score}_{sim}$, and function CLUSTER; the similarity score indicates how close a seed input to a seed group, and the CLUSTER function groups the seed input to the seed group based on the score. To compute the similarity score, we first explain the concept of two similarities: semantic similarity and syntactic similarity.

Semantic Similarity. Semantic similarity $Sim_{sem}$ describes how similar the seed input behaves to the seed group. More precisely, it depicts the similarity with respect to the execution paths covered by a seed input and a seed group; the more identical covered execution paths, the more similar they are.

In our approach, we express the covered execution path information as a set of covered transitions between two basic blocks, where two transitions with the same basic blocks but different direction are the distinct elements (i.e., $(a \rightarrow b) \neq (b \rightarrow a)$). Note that the semantic similarity can be computed from other types of execution path information (e.g., branch coverage). As a seed group contains multiple seed inputs, we define the general semantic behaviour of a seed group by computing the set $Cov_{all}$ of all execution path transitions covered by seed inputs in a single seed group. Given a seed group $g$, let $S$ be the set of seed inputs associated with $g$ (i.e., $g = \{s \in S | s \in S\}$). The coverage set $Cov_{all}$ for a seed group $g$ is defined as follows:

$$Cov_{all}(S) = \bigcup_{s \in S} Cov(s)$$  

(2)

where $Cov(s)$ denotes the set of path transitions covered by the seed input $s$. The semantic similarity $Sim_{sem}$ of a seed input $s$ to a seed group $g$ is then computed as follows:

$$Sim_{sem}(s, g) = \frac{|Cov(s) \cap Cov_{all}(S)|}{|Cov_{all}(S)|}$$  

(3)

Intuitively, the semantic similarity is the ratio of the path transitions, which both given seed input $s$ and a set of seed inputs $S$ cover in common, to the ones covered by the set $S$.

For example, let us assume each set of covered path transitions by $s$ and $S$ is as follows:

$$Cov(s) = \{A, B, D, Z\}, Cov_{all}(S) = \{A, B, C, E, F, K, T, S\}$$

where the capital letters are the symbols for representing each unique transition. We use the capital letters to represent each unique path transition in this paper. Since the two sets have two path transitions ($A$ and $B$) in common and the size of $Cov_{all}(S)$ is 8, the semantic similarity $Sim_{sem}(s, g)$ is 0.25.

Syntactic Similarity. Syntactic similarity $Sim_{syn}$ depicts how a seed input is syntactically similar to a seed group. To calculate syntactic similarities between a seed input and a seed group, we consider a seed input $s$ as a bit string with a size of $N$ bits ($s \in \{0, 1\}^N$), and define a representative seed input $s_{id}$ of a seed group for the syntactic characteristics of the seed group. The representative seed input is the one reaching rarely covered path transitions ($Cov_{rare}$) the most among the seed inputs in the set $S$, where its role is to depict the syntactical characteristics guiding toward the rarely explored transitions. The set $Cov_{rare}$ will be discussed in more detail in Section III-C.

Given two seed inputs $s$ and $s_{id}$ with sizes of $N$, we compute the syntactic similarity $Sim_{syn}(s, g)$ as follows:

$$Sim_{syn}(s, g) = \frac{\mu(s, s_{id})}{N}, s_{id} = (s_{id}, \ldots, \ldots),$$  

(4)

where $\mu(s, s_{id})$ is the set of $i$-th bit positions with the same value in each seed input, and $s[i]$ indicates the value of the $i$-th bit of the seed input $s$.

Like the semantic similarity, the syntactic similarity $Sim_{syn}$ between two seed inputs represents the ratio of the number of the same bit values at the same positions in two seed inputs to the total number of bits in the seed input. If the lengths of the two seed inputs are different, we consider the shorter seed input additionally has the number of different bits as much as the difference in the length; that is, the $N$ always becomes the size of the seed input with longer length.

For example, let us consider three seed inputs as follows:

$$s = “0 1 0 1 0 0 0 1 1”,$$

$$s' = “0 1 1 0 0 0 0 1 1”$$  

(5)

where the bold bits represent the different values at the same positions. The syntactic similarity between $s$ and $s'$ is 0.7 as only three bits are different and the value of $N$ is 10.

Besides two similarities described above, we additionally compute the rareness similarity ($Sim_{rare}$) for each pair of a seed input and a seed group. The rareness similarity is based on the expectation that the mutation starting from the rarely explored execution transitions would be likely to lead to unexplored deeper program locations.

Hence, we compute an additional score in a case when the seed input covers the infrequently explored transitions which are also covered by the seed group (i.e. $Cov_{rare}(s, g)$).

$$Cov_{rare}(s, g) = \{path \in Cov_{rare}|path \in Cov_{all}(\{s\} \cup S)\}$$  

(6)

With the computed set of rarely-explored transitions covered by both the seed group and the seed input, we calculate the
rareness similarity $Sim_{rare}(s, g)$ as follows:

$$Sim_{rare}(s, g) = \frac{\sum_{p \in Cov_{max}(s, g), p \in G} 1/\text{hit}(path)}{\sum_{p \in Cov_{max}(s, g)} 1/\text{hit}(path)}$$ (7)

where hit(path) represents the number of hit counts for the execution path. Intuitively, $Sim_{rare}$ assigns more scores to the given seed input $s$ if it covers more rarely-explored transitions. Unlike the other two similarities, $Sim_{rare}$ has no huge impact on clustering or not, yet it is still useful to identify the most similar seed group when the seed groups have no significance difference between them.

**Similarity Score.** After obtaining the three different similarities (i.e., syntactic, semantic and rareness), CLUSTER computes the similarity score ($score_{sim}$) between a seed input and each seed group, and determines where the given seed input will belong. Formally, the CLUSTER function is defined as:

$$\text{CLUSTER}(s, G) = \begin{cases} \arg\max_{g \in G} (score_{sim}(s, g)) & \text{if } (d_{\max} \geq \gamma) \\ \{s, \{s\}, P_r, \emptyset, \emptyset\} & \text{otherwise} \end{cases}$$ (8)

where $d_{\max}$ represents the highest one among all computed similarity scores, and $\text{argmax}$ function returns the seed group having the score $d_{\max}$. We obtain the similarity score $score_{sim}$ by using the following equations:

$$score_{sim}(s, g) = Sim(s, g) + Sim_{rare}(s, g),$$

$$Sim(s, g) = \alpha \times Sim_{sem}(s, g) + (1 - \alpha) \times Sim_{syn}(s, g)$$ (9)

where the hyper-parameter $\alpha$ mirrors the importance factor of semantic similarity. With trial and error, we set the value of $\alpha$ as 0.9 for our experiments; we demonstrate how the performance of SEAMFUZZ changes with diverse values of $\alpha$ in Section IV-D.

The CLUSTER function calculates the similarity score between a seed input $s$ to each seed group, and returns a seed group with updated set of seed inputs when the highest similarity score $d_{\max}$ exceeds the value of $\gamma$. If the seed input $s$ is not affiliated to any existing seed groups (i.e., $d_{\max}$ is under the value of $\gamma$), CLUSTER function organizes a new seed group by initializing the group with the representative seed input $s$. In this case, we initialize $P_{id}$ to be uniformly distributed ($P_r$) as there exists no learned probability distribution for a newly generated group; all group probability distribution $P_{id}$ starts with a dumb behaviour (i.e., a random probability) and becomes smarter as the learning proceeds.

**C. Probability Learner**

Now, we describe our probability learner which learns probability distributions of selecting effective mutation methods with respect to each seed group.

**Sampling Space.** Before describing our learning algorithm, we first define a sampling space for selecting the mutation method $m$ that specifies where to mutate (loc) and how to mutate (op). Intuitively, how to mutate is directly related to the mutation operators which are generally predefined, and therefore, the sampling space for choosing mutation operator can be easily determined. The mutation location, however, is unfixed and determined by the given seed inputs of which sizes are diverse, which makes it difficult to define the certain sampling space of choosing mutation location.

To concretely fix the sampling space of choosing loc, we partition the length of the seed inputs by the value of $p$ and make the size of the sampling space for loc to $p$ regardless of the seed inputs. By partitioning the space, we could reduce the sampling space to select where to mutate (loc) from the undefined sizes to the concretely determined size ($p$). Once our mutation strategy selects a certain mutation partition, it then randomly selects the location within the selected partition. For example, let us assume the value of $p$ is 10, which we also used in our experiments. Given a seed input with size of 40 bits, the size of each partition is 4 bits (e.g., 40 / 10 = 4). If we select 4-th partition by following the learned probability distribution, our seed mutator will randomly select the loc from 13-th bit to 16-th bit which are contained in the 4-th partition of the given seed input.

**Thompson Sampling.** To learn which mutation methods are effective for better performance, we first note that our problem is naturally expressed as the Multi-Armed Bandit (MAB) problem. The MAB problem assumes $N$ slot machines (bandits), and its goal is to achieve the maximized rewards from them. In each round, we select a bandit to play, and gain rewards by following the probability distribution rigged for each bandit. Intuitively, in our problem setting, each bandit corresponds to each mutation operator $op$ and mutation partition $p$; in fuzzing technique, the reward may correspond to finding new execution paths or new crash inputs.

Now, the goal of our approach becomes to find the most profitable bandits (i.e., effective mutation methods) to achieve the maximized rewards, where $k$-th bandit has a probability $\theta_k$ of success for the payout reward. To achieve this goal, we employed the Thompson sampling algorithm [1], which is a well-known solution for the classic MAB problem. Thompson sampling builds up a probability model from the observed rewards, and samples the expected value of each bandit from the corresponding model to choose the bandit for the next round. Intuitively, the more rewards we observe for a particular bandit, the more likely we will be to pick that bandit for the next round as the expected value would be the highest among others. If a certain bandit has low probability of success, the probability to select such bandit gets lower as more data is observed.

**Our Learning Algorithm.** Based on Thompson sampling, we define the probability $P_{op}$ of selecting $i$-th mutation operator as follows:

$$P_{op} = \frac{\hat{\theta}_{op}^i}{\sum_{0 \leq i \leq |V_{op}|} \hat{\theta}_{op}^i}, \quad \hat{\theta}_{op}^i \sim \text{beta}(V_{op}^i, V_{op}^i)$$ (10)

where $\hat{\theta}_{op}^i$ represents the expected reward of $i$-th bandit ($i$-th mutation operator) sampled from the Beta distribution.
\( \beta(V^\text{op}_g[i], V^\text{op}_b[i]) \). \( |V^\text{op}| \) represents the number of mutation operators used for mutant generation. A vector \( V^\text{op}_g[i] \) represents the number of times the \( i \)-th mutation operator selected to generate success cases (e.g., interesting test-cases) while \( V^\text{op}_b[i] \) is for failure cases. Intuitively, we build a probability distribution for mutant operators with sampled expected rewards, which is more likely to choose operators with higher expected rewards. A probability distribution for selecting mutation partition \( P^g \) is obtained in a similar way.

It is, however, problematic to apply the generic Thompson sampling algorithm in our problem setting. Especially, if we naively define the success and failure cases, we could not learn the probability distribution for selecting effective mutation methods. The easiest way to define the success and failure in fuzzing technique is whether the generated test-case is an interesting input; otherwise, we consider the case as a failure.

Unfortunately, this simple classification would lead to an undesirable case in which the probability distribution for selecting effective mutation methods becomes uniformly distributed due to the low efficiency of general grey-box fuzzing techniques [28] as experimentally shown in Section IV-E. More precisely, as the ratio of the number of interesting test-cases (success) to that of uninteresting test-cases (failure) is typically under 0.001%, the likelihood probabilities for all bandit would be also under 0.001. Therefore, the probability distribution for selecting mutation methods becomes uniformly distributed, simulating random sampling. To address this problem, we introduce a specialized classification criteria for success and failure cases.

**Classification Criteria.** As we already discussed, the naive classification following the metrics of fuzzing technique is too strict for being success and too loose for being failure. Hence, to lower the hurdles for success and to raise the criteria for failure, we further define the following two conditions:

1) \( s' \) covers at least one path transition in the \( \text{Cov}_{\text{rare}} \).
2) \( s' \) covers over 80% path transitions in the \( \text{Cov}_{\text{common}} \).

To be a success case, \( s' \) needs to satisfy either being interesting or the first condition above. Just being an uninteresting test case is not enough to be a failure case, the second condition must be met. With these two additional conditions, we could raise the number of success and lower the number of failure to properly enjoy the benefits of the Thompson sampling algorithm in our problem setting.

We now define the two sets \( \text{Cov}_{\text{rare}} \) and \( \text{Cov}_{\text{common}} \) of transitions of basic blocks, which are the sets of the rarely-covered and common-covered transitions, respectively. More precisely, we maintain a hit count table for each path transition. This hit count table is updated whenever the program \( pgm \) is executed with the generated test-cases. Using this hit count information in ascending order, we build up the two sets \( \text{Cov}_{\text{rare}} \) and \( \text{Cov}_{\text{common}} \) with the top-10% and bottom-30%, which we experimentally set the values for the percentage. These two sets are computed to reflect the latest path coverage information right before \( \text{CLUSTER} \) function identifies the seed group (line 7 in Algorithm 2). Based on the classification criteria above, we update our learning data \( D_g \) and \( D_b \). Primarily, the learning data \( D \) is a pair of two vectors, mutation operator data (\( V^\text{op} \)) and mutation partition data (\( V^\text{mp} \)); \( i \)-th element of each vector represents the number of times the \( i \)-th mutation operator and partition are selected, respectively. On a basis of the learning data \( D, D_g \) is a good learning data to accumulate the number of mutation methods used when they are contributed to generate success test-cases while \( D_b \) is for failure test-cases.

For example, let us assume that the \( \text{Cov}_{\text{rare}}, \text{Cov}_{\text{common}} \) and the covered path transitions of two seed inputs (\( s_1 \) and \( s_2 \)) are obtained as follows:

\[
\text{Cov}_{\text{total}} = \{ A, B, C, D, E, G, V, W, X, Y, Z \}, \quad \text{Cov}_{\text{rare}} = \{ A, B, C \}, \quad \text{Cov}_{\text{common}} = \{ V, W, X, Y, Z \} \\
\text{Cov}(s_1) = \{ C, X, Y, Z \}, \quad \text{Cov}(s_2) = \{ D, E, G, V \},
\]

where \( \text{Cov}_{\text{total}} \) is the set of path transitions covered so far. In this example, both \( s_1 \) and \( s_2 \) are not interesting test-cases as they failed to cover a new execution path. \( s_1 \), however, is considered as a success case as it satisfies the first condition, and we update the good learning data \( D_g \) with the used mutation methods to generate \( s_1 \). For \( s_2 \), we do not update either \( D_g \) or \( D_b \) since it is not a success and fails to satisfy any of the conditions. Note that if we naively classify the generated test-cases by just checking whether they are interesting or not, both seed inputs would be considered as failure cases.

When comparing the number of interesting test-cases generated in the early and later stage, it is obvious that finding such inputs gets more difficult as the time goes by. In other words, the success rewards earned in the later stage should be relatively better than the one in the early stages, as the success rate is lower in the later stages. We, therefore, gradually increase the rewards to give more profits on the later successes as the fuzzing progresses. We experimentally set the increasing value for reward of success by 10 in every 1 hour, and this will be discussed in Section IV-E.

### IV. Experiments

In this section, we experimentally evaluate the effectiveness of SEAMFUZZ. We conducted our evaluation to answer the following four research questions.

- **Effectiveness of SEAMFUZZ:** How effectively can our technique improve the performance of fuzzing technique in terms of branch coverage and crash input generation? How does it perform compared to the existing state-of-the-art program-adaptive fuzzing technique?
- **Bug-finding ability:** Can our approach find unique bugs that the existing techniques fail to detect?
- **Efficacy of seed clustering:** How does the different granularity of seed clustering affect the performance of fuzzers? How does performance change depending on the different criteria for seed clustering?
- **Effectiveness of learning algorithm:** Is our customized Thompson sampling algorithm essential for improving the performance of our approach? How does the hyper-
TABLE I
BENCHMARK PROGRAMS (AS OF AUGUST 22TH, 2022).

<table>
<thead>
<tr>
<th>Programs</th>
<th>LoC</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>objdump-2.37</td>
<td>1,654K</td>
<td>[28]</td>
</tr>
<tr>
<td>arrow-6.0.1</td>
<td>959K</td>
<td>[30]</td>
</tr>
<tr>
<td>libxml2</td>
<td>451K</td>
<td>[17], [30]</td>
</tr>
<tr>
<td>proj-9.0.0</td>
<td>279K</td>
<td>[30]</td>
</tr>
<tr>
<td>poppler</td>
<td>196K</td>
<td>[30]</td>
</tr>
<tr>
<td>zstd</td>
<td>107K</td>
<td>[30]</td>
</tr>
<tr>
<td>libpng</td>
<td>76K</td>
<td>[30]</td>
</tr>
<tr>
<td>openssl</td>
<td>1,500K</td>
<td>[17], [30]</td>
</tr>
<tr>
<td>poppler</td>
<td>196K</td>
<td>[30]</td>
</tr>
<tr>
<td>libarchive</td>
<td>164K</td>
<td>[30]</td>
</tr>
<tr>
<td>infotocap-6.2</td>
<td>83K</td>
<td>[28]</td>
</tr>
<tr>
<td>podofopdfinfo</td>
<td>62K</td>
<td>[28]</td>
</tr>
</tbody>
</table>

parameters used in learning algorithm affect on the performance of SEAMFUZZ?

A. Evaluation Setting

For evaluation, we used FuzzBench [30], a fuzzer benchmarking framework with diverse metrics. We set all parameter values used in FuzzBench to their default values, and used the running script file provided by FuzzBench. We implemented our technique SEAMFUZZ on top of AFL++ [12], and compared it with two different mutation-based greybox fuzzers AFL++ and AFL++MOPT. AFL++MOPT is MOPT [28] built on top of AFL++. All three fuzzers we evaluated are based on AFL++ with the version 3.15a. We evaluated each benchmark program during 24 hours with 20 trials to alleviate the influence of the inherent randomness of fuzzing techniques, and reported the average results. All experiments were done on a machine running Ubuntu 20.04 with 64 CPUs and 256GB memory, powered by AMD Ryzen Threadripper 3990X 64-Core Processor.

Benchmarks. Table I shows the benchmark programs and the sources from which we collected the benchmarks. To avoid biasing the evaluation results to a certain benchmark suite, we referred three different sources which were used in the state-of-the-art techniques [44], [12], [28], [46]: FuzzBench [30], MAGMA [17], and MOPT [28]. More precisely, we collected 14 programs from a total of 47 programs (13 programs from MOPT, 9 programs from MAGMA and 25 bug-labeled programs from FuzzBench).

We used the subset of the programs from those three benchmark sources because evaluating all benchmark programs is very expensive in our evaluation setup. For example, evaluating 14 programs in Table 2 already requires 20,160 hours (24 hours * 20 trials * 14 benchmarks * 3 fuzzers) to complete on a single core. We therefore selected the largest 14 programs among the programs which ran correctly in our evaluation environment. We used the initial seed inputs which the benchmark sources provided for the corresponding benchmark program.

B. Effectiveness of SEAMFUZZ

Table II shows that SEAMFUZZ outperforms two baselines in terms of the number of covered branches and found crash inputs. In summary, SEAMFUZZ, on average, covered 5.6% and 7.7% more branches than AFL++ and AFL++MOPT, respectively. In terms of crash input generation capability, SEAMFUZZ succeeded to generate 56.4% and 57.1% more crash inputs than AFL++ and AFL++MOPT. Considering each benchmark program, SEAMFUZZ could cover up to 15.9% more branches (e.g., objdump) and up to 233.3% more crash inputs (e.g., php-parser) than AFL++.

As shown in Table II, SEAMFUZZ generally achieves the highest number of covered branches. For example, on objdump, SEAMFUZZ succeeded in covering 5,759 branches while AFL++ and AFL++MOPT only covered 4,909 and 4,663 branches, respectively. On php-parser, however, AFL++MOPT shows the best performance in terms of the number of covered branches; yet, SEAMFUZZ could still generate about twice more crash inputs than AFL++MOPT. For some programs (e.g., openssl), the performance gains of SEAMFUZZ and AFL++MOPT versus AFL++ are small. We investigated those cases and found that the number of covered branches on those benchmark programs tends to converge to the maximized performance by each fuzzing tool. For example, on the program openssl, all fuzzers reached 5,800 branches within 3 hours, where the coverage gains for the rest 18 hours are under 1%.

By computing the Mann-Whitney-p-values provided by FuzzBench, we observed that the p-values of SEAMFUZZ against AFL++ and AFL++MOPT were less than 0.05 for 12 benchmarks, which we could conclude that our results were statistically significant at α = 0.05 on those benchmark programs. The exceptional cases were some benchmark programs (e.g., proj4), where the differences in the number of covered branches between SEAMFUZZ and other fuzzers were small. Also, SEAMFUZZ generally shows the smallest value of the standard deviations compared to other baselines. On the largest 3 programs, for example, the standard deviations for each fuzzer are as follows: (1)AFL++: objdump(1,138), php-parser(62), arrow(42); (2)AFL++MOPT: objdump(3992), php-parser(27), arrow(51); (3)SEAMFUZZ: objdump(487), php-parser(33), arrow(39).

Table II also shows that our approach enhances the crash input generation ability. For example, on proj4, SEAMFUZZ generated 37.4 crash inputs on average while AFL++ and AFL++ generated 15.6 and 21.3 crash inputs, respectively. Moreover, SEAMFUZZ could generate significantly more crash inputs than the other fuzzers even with small increments of branch coverage. For example, on php-parser, SEAMFUZZ generated 233.3% more crash inputs than AFL++ while the gain in the number of covered branches was only 0.4%.

The interesting point is that AFL++ showed generally better performance than AFL++MOPT in terms of branch coverage. Contrary to the expectation that the program-adaptive approach, MOPT, will always outperform the random approach, the AFL++MOPT experimentally showed less performance in branch coverage than AFL++ [12], [29]. For example, on all 14 programs, AFL++MOPT achieved 1.9% less branch coverage and generated 0.4% less crash inputs than AFL++.

In bug-finding ability, however, AFL++MOPT showed its better performance as it detected 87 unique bugs while AFL++ detected 85 bugs as shown in Figure 3.
We additionally checked how the original MOPT and original AFL performed in our evaluation setting. Experimentally, we observed that MOPT showed better performance than AFL; on benchmark programs used in MOPT [28], MOPT covered 2% more branches than AFL while AFL++MOPT covered 1.9% less branches than AFL++. With the same evaluation setting, the original AFL with our seed-adaptive approach succeeded in reaching 11.4% more branches than AFL. Although AFL++MOPT showed less performance than MOPT, we chose AFL++ and AFL++MOPT as our baselines for comparison with our tool SeamFuzz. It is because the original AFL and MOPT have not been updated for a long time and AFL++ is an arguably advanced version of AFL with diverse state-of-the-art features [2], [43], [4]. Moreover, AFL++ is actively used in the recent fuzzing papers instead of AFL, nowadays [29], [22], [18].

C. Bug-Finding Ability

Figure 3 shows that our seed-adaptive approach has considerable potential for finding diverse bugs. In summary, SeamFuzz could find the largest number of unique bugs (i.e., 99 bugs), including 27 bugs which were not detected by other baseline fuzzers, while AFL++ and AFL++MOPT found 85 and 87 unique bugs on the 14 benchmark programs.

To identify each unique bug, we used the bug reports produced by FuzzBench. More precisely, we identify each bug as unique one if FuzzBench reported different crash type and state. Note that the number of crash inputs, Crash, in Table II is different from the number of found bugs; the former represents the average number of all generated crash inputs regardless of the crash type or state for each crash input. That is, numerous inputs may share a single unique bug on the target program. For example, on grok, SeamFuzz generated 21.3 crash inputs on average, but only two unique heap-buffer-overflow bugs were discovered by these inputs.

SeamFuzz found 99 unique bugs in total, and 27 of them are not detected by the other fuzzers AFL++ and AFL++MOPT. SeamFuzz detected 9 different types of unique bugs, including null-dereference and heap-use-after-free. Moreover, when considering each benchmark program, SeamFuzz was able to detect the largest number of unique bugs as well as the number of the bugs exclusively found by each tool. In particular, on the program poppler, SeamFuzz could detect 28 out of 38 bugs in total, and 14 bugs were found exclusively by SeamFuzz. In contrast, AFL++ and AFL++MOPT found 16 and 21 bugs, where 3 and 4 bugs were detected solely by the former and the latter, respectively.
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MAGMA-labeled bugs. We additionally evaluated the bug-finding ability of each tool on MAGMA [17], which provides a ground truth of bugs for fuzzing techniques. Since MAGMA provides multiple fuzz target programs (e.g., 2 programs - “read_memory_fuzzer” and “xmllint” - in libxml2), we evaluated our experiments on each of these programs. Table III shows the fuzz target programs from MAGMA which we used for the evaluation.

To evaluate bug-injected MAGMA benchmark programs on FuzzBench, we inserted assertion statements which specify the bug conditions in MAGMA. By doing so, FuzzBench could catch the bugs when the corresponding buggy conditions were satisfied. For example, if MAGMA injects a statement “MAGMA_LOG(‘bug’, a == b)”, we insert “assert(a != b)” into the source code; when the buggy condition “a == b” occurs, FuzzBench reports the assertion failure as a bug.

Table IV shows the unique MAGMA bugs detected by each fuzzer. More precisely, we conducted experiments for 24 hours with 20 trials on each fuzz target program in Table III, and reported the bugs if the fuzzer detected them at least once during all trials. For example, on libxml2, we evaluated all fuzzers on 2 programs in Table III, but the injected MAGMA bugs were detected only when testing “read_memory_fuzzer” as shown in Table IV; on “xmllint”, none of the bugs were detected. In summary, all fuzzers could detect the same 14 MAGMA bugs, and SEAMFUZZ and AFL++ detected one more bug “XML002” in libxml2 while AFL++MOPT could solely detect “SQL020” in openssl.

D. Efficacy of Seed Clustering

Table V shows how the performance changes depending on the granularity of seed group. In summary, without our seed clustering algorithm, the performance of the seed-adaptive approach in both path-finding and bug-detection ability significantly decreases.

To investigate the efficacy of seed clustering, we implemented NoCluster and EachCluster which maintain different number of seed groups. More precisely, NoCluster maintains only a single seed group and clusters all selected seed inputs into this group, which simulates the program-adaptive approach. EachCluster assigns a seed group per a seed input, which individually applies a different mutation strategy tailored for each seed input. Intuitively, the granularity of seed cluster is determined by the threshold (γ) for seed cluster decision in Section III-B; for example, EachCluster is exactly the same as SEAMFUZZ of which γ is 1.0. On all 14 programs, NoCluster and EachCluster covered 4.9% and 4.4% less branches compared to SEAMFUZZ. The performance decrease in crash input generation is more severe; NoCluster and EachCluster achieved 36.3% and 25.5% less crash inputs, respectively.

Interestingly, NoCluster generally showed similar performance to AFL++ which randomly selects mutation methods. Since NoCluster simulates the program-adaptive approach by maintaining only one probability distribution for selecting mutation methods, it could not fully gain the benefits of our learning algorithm specialized to seed-adaptive approach.

In contrast, EachCluster outperformed AFL++ in both branch coverage and crash input generation as it was able to utilize the learned probability distributions for some seed inputs. Since the seed corpus is constantly updated with newly created test cases, and the seed input must have been selected at least once in order to apply the learned probabilities, it is hard to apply the learned probabilities to the seed input for EachCluster. Moreover, in the same sense, EachCluster can hardly update the probability distribution with new learning data. As a result, EachCluster still showed lower performance than SEAMFUZZ which could apply and learn the probabilities more frequently.

We investigated the influence of the syntactic and semantic
similarities on the performance of SEAMFUZZ. To do so, we set the value of \( \alpha \), an importance factor of semantic similarity, in four different values, and selected the top-5 largest programs for evaluation. Intuitively, SEAMFUZZ only considers the syntactic similarities when the value of \( \alpha \) is 0.0; in contrast, it only uses the semantic similarities for seed clustering if \( \alpha \) is equal to 1.0. As shown in Figure 4, SEAMFUZZ of which the value of \( \alpha \) is denoted with a star outperforms the other settings. It achieved the highest median and average values as well as the narrow range of interquartile; that is, considering both syntactic and semantic similarities in proper proportions is critical for the performance of SEAMFUZZ.

We also examined how many unique seed inputs are clustered into each seed group as well as the number of maintained groups. In summary, the average number of maintained seed groups and the total seed inputs selected for seed mutation on 14 programs is 398 and 1,663, respectively.

**E. Effectiveness of Learning Algorithm**

We evaluated how our classification criteria for success and failure cases in Thompson sampling algorithm affects the overall performance of SEAMFUZZ on the largest top 9 programs. More precisely, we compared SEAMFUZZ to NAIVESEAMFUZZ which does not utilize our criteria but identifies the success and failure based only on the interesting test-cases in Section III-C. In summary, our customized criteria for Thompson sampling improves both the path-discovering and crash-generation abilities; it helps to cover 6.1\% more branches and generate 57.1\% more crash inputs compared to the naive classification. Interestingly, the general performance of NAIVESEAMFUZZ is similar to that of AFL++ in Table II. It is because the learned probability of NAIVESEAMFUZZ generally follows the uniform distribution due to the enormous number of failure cases as discussed in Section III-C.

We investigated how the increasing value of the success reward affects the performance of our approach. To observe the effect of dynamic changes in reward on performance, we evaluated SEAMFUZZ with five different settings; \( \text{REWARD}_N \) increases the rewards by "N". As shown in Table VII, dynamically updating rewards with proper values can significantly improve the performance of our approach. For example, \( \text{REWARD}_0 \) that does not dynamically update the rewards shows similar performance with AFL++ while \( \text{REWARD}_{10} \) which is the default SEAMFUZZ performs the best on the 9 programs. Interestingly, updating with large values degrades the performance as shown by \( \text{REWARD}_{20} \). We additionally checked that the cost for learning process, including seed cluster, depends on target programs. For example, the learning process takes 9.4\% of total time testing `objdump` on average.

**F. Threats to Validity**

1. We implemented our approach on top of AFL++ and evaluated it for AFL++ and AFL++M Opt. We chose them as AFL++ is actively maintained and updated with diverse state-of-the-art techniques. The results reported in this paper may not be valid for other base fuzzer, such as LIBFUZZER [37].

2. Our approach involves some hyper-parameters, e.g., \( \alpha \), which were selected with trial and error. These values, however, may not be the best ones as we could not evaluate all the programs.

---

**Fig. 4.** Performance comparison with the different values of \( \alpha \), an importance factor of semantic similarity, on the largest top-5 programs.
possible combinations for hyper-parameters. (3) We evaluated our approach on 14 large programs collected from various sources [30], [17], [28] with 20 trials in 24 hours. However, these programs might not be representative enough.

V. RELATED WORKS

In this section, we discuss prior works related to our work.

1) Mutation-based greybox fuzzing: Mutation-based greybox fuzzing has been extensively studied in recent years, e.g., [5], [9], [31], [37], [40]. AFL [49], for example, is perhaps the most widely-used mutation-based fuzzing tool due to its ease of use and impressive performance. Based on AFL, many descendants [3], [12], [13], [48] have emerged with diverse techniques to boost its performance. Along with the descendants of AFL, and other mutation-based fuzzing techniques, we can classify them into two categories based on what they focus on: seed mutation and seed selection.

First, numerous researches have been conducted focusing on the seed mutation strategy to achieve better performance [6], [10], [23], [28], [45], [46]. FAIRFUZZ [23], for example, guides the seed mutation strategy to mutate the desired locations of the seed inputs by masking the locations not to mutate. By employing a particle swarm optimization algorithm, MOPT [28], learns the optimal probability distribution of choosing mutation operators for a target program. CMFUZZ [46] improves the mutation strategy by resolving the randomness of choosing mutation operators by considering the input file formats. These existing techniques learn the optimal mutation strategies with regard to only the target program. Our focus, however, is on learning effective mutation strategies optimized for each seed group.

Second, as seed selection strategy is also known as a critical component or mutation-based fuzzing technique, several researches have focused on how to select a promising seed input to fuzz next [4], [19], [21], [26], [32], [34], [44], [29]. By using a Markov chain, AFLFAST [4] prioritizes the seed inputs with low frequency paths to guide the fuzzer explore the rarely covered paths more. With introducing a concept of input potential, CEREBRO [26] measures the complexity of uncovered code locations, and guides fuzzer to select the seed inputs which are likely to penetrate such location. VUZZER [34] prioritizes the inputs with hard-to-reach paths by modeling execution paths with control-flow features. AFL–HIER [44], with multi-leveled coverage metric, improves the seed selection strategy by allocating energy on the clusters of seed inputs which are likely to cover new program paths. Although ours is orthogonal to these techniques, we expect that combining ours with them would increase the overall performance.

Several researches have focused on improving the bug finding ability of mutation-based fuzzing technique [7], [8], [11], [16], [25], [27], [31]. UAFL [42], for instance, models use-after-free vulnerability as typestate properties and uses static analysis for discovering the vulnerabilities. With static analysis on the target program and target sites, HAWKEYE [8] collects information which is later used for seed selection and seed mutation. Our proposal of seed-adaptive mutation strategy is largely orthogonal to these works. Also, UAFL and HAWKEYE leverage source code to run static analysis, which is sometimes unavailable in particular for commercial, off-the-shelf (COTS) software.

2) Machine learning based fuzzing: Recently, machine learning technique has emerged as a trending technology that brings a new paradigm to many fields and improves the overall performance of other technologies. Along with this trend, many fuzzing techniques have been proposed to boost the performance of fuzzing with the help of machine learning [5], [15], [24], [33], [38], [39], [44]. MTFuzz [38], for example, uses a multi-task neural network to learn a compact embedding of the input space for effective seed mutation guidance. SPEED-NEUZZ [24] leverages neural networks to model the branch behaviours of the testing program for locating the critical bytes in the seed input.

Using the reinforcement learning algorithm, several researches on fuzzing techniques have modeled the problem as Multi-Armed Bandit problem [36], [20]. BANDITFUZZ [36] firstly presented a reinforcement learning algorithm for fuzzing SMT solver, which leverages the Thompson sampling algorithm. Siddharth Karamcheti et al. [20] leverages the Thompson sampling algorithm to fine-tune the mutator distribution adaptively to an individual program. Our work broadly lies in this line of research; to our knowledge, our work is the first to use a learning algorithm for selecting effective mutation methods optimized for each seed group.

VI. CONCLUSION

Recently, program-adaptive mutation strategies for greybox fuzzers have successfully advanced existing program-agnostic fuzzers. In this paper, we took one step further in this direction, calling for attention to the transition from the program-adaptive to seed-adaptive approaches. Our key idea is to cluster the seed inputs into seed groups based on syntactic and semantic similarity and learn mutation strategies optimized for each seed group online using a variant of Thompson sampling. We demonstrated that our seed-adaptive approach greatly enhances the state-of-the-art program-adaptive technique in terms of coverage and bug-finding.
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